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Pairs of group reductions or similarity transformations involving off-diagonal block 
matrices are proposed and analyzed for a specific type of Ablowitz-Kaup-Newell-Segur 
(AKNS) matrix spectral problem. The corresponding reduced integrable hierarchies of 
AKNS matrix integrable models are presented, complementing the standard AKNS matrix 
integrable hierarchies. The Lax formulation plays a key role in generating these reduced 
matrix integrable models.
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1. Introduction

The zero-curvature formulation provides a systematic framework for generating integrable models [1]. The key is to select 
a matrix spectral problem, from which an associated hierarchy of integrable models can be derived using zero-curvature 
equations. The inverse scattering transform leverages the matrix spectral problem to solve the Cauchy problems of integrable 
models, with the evolution of scattering data determined by the corresponding temporal matrix spectral problems [2].

Matrix spectral problems with free potentials are standard and natural, whereas reduced matrix spectral problems are 
more restrictive and challenging to apply. To address this, similarity transformations are used to formulate reduced matrix 
spectral problems, leading to integrable hierarchies (see, e.g., [3]). The goal of using similarity transformations is to maintain 
the invariance of the corresponding zero-curvature equations, thereby generating integrable models. Two typical examples 
of such integrable models are the nonlinear Schrödinger (NLS) equations and the modified Korteweg–de Vries (mKdV) 
equation. Both arise from Ablowitz-Kaup-Newell-Segur (AKNS) matrix spectral problems via a single similarity transfor
mation. Moreover, applying a pair of similarity transformations can yield a broader class of integrable models. However, 
this approach introduces additional challenges, as the two reductions on potentials, corresponding to the pair of similarity 
transformations, impose new constraints on balancing the associated zero-curvature equations [4].
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Recently, the use of group reductions or similarity transformations has also been applied to the construction of nonlocal 
integrable models [5]. Three types of reduced integrable nonlinear Schrödinger equations and two types of reduced inte
grable modified Korteweg–de Vries equations have been proposed and classified [6]. The inverse scattering transform has 
also been developed to solve nonlocal integrable models (see, e.g., [7--10]). Other efficient approaches have been explored 
for constructing nonlocal integrable models, particularly for deriving soliton solutions. The Hirota bilinear method, Darboux 
transformation, Bäcklund transformations, and the Riemann-Hilbert technique have proven to be powerful, leading to the 
development of numerous theoretical frameworks for various reduced integrable models, both local and nonlocal (see, e.g., 
[3,4], [11--15]).

In this paper, we propose a pair of local group reductions via similarity transformations for the AKNS matrix spectral 
problems to generate reduced integrable models. The rest of the paper is organized as follows. In Section 2, we review the 
AKNS matrix spectral problems and their associated hierarchies of matrix integrable models as a foundation for subsequent 
analyses. In Section 3, we introduce two local group reductions via similarity transformations for the AKNS matrix spectral 
problems and derive reduced local hierarchies of real matrix mKdV integrable models. In Section 4, we present illustrative 
examples that demonstrate the proposed formulation, showcasing a variety of reduced AKNS matrix spectral problems 
and corresponding matrix integrable models, including novel NLS-type and mKdV-type integrable models. Finally, in the 
conclusion, we summarize our findings and provide closing remarks.

2. The standard AKNS matrix integrable hierarchies

Let m,n ≥ 1 be two arbitrarily given natural numbers. For each pair of m,n ≥ 1, we state the AKNS matrix spectral 
problems and the associated AKNS hierarchies of matrix integrable models, to facilitate the subsequent analyses.

First, we denote the spectral parameter by λ, and assume that p and q are two submatrix potentials:

p = p(x, t) = (p jk)m×n, q = q(x, t) = (qkj)n×m. (2.1)

The standard AKNS matrix spectral problems read

−iϕx = Uϕ, U = U (u, λ) = λΛ + P , (2.2)

and

−iϕt = V [r]ϕ, V [r] = V [r](u, λ) = λrΩ + Q [r], r ≥ 0, (2.3)

where u = u(p,q) is the potential consisting of the two submatrix potentials p and q. In the above Lax pair of matrix 
spectral problems, the (m + n)-th order square matrices, Λ and Ω, are defined by

Λ = diag(α1 Im,α2 In), Ω = diag(β1 Im, β2 In), (2.4)

where Ik is the identity matrix of size k, and α1,α2 and β1, β2 are two pairs of arbitrarily given distinct real constants, 
which will show the diversity of matrix spectral problems but do not have a serious effect on associated integrable models. 
The other two (m + n)-th order square matrices, P and Q [r] , are given by

P = P (u) =
[︄

0 p

q 0

]︄
, (2.5)

which is called the potential matrix, and

Q [0] =
[︄

0 0

0 0

]︄
, Q [r] =

r−1 ∑︂
s=0 

λs

[︄
a[r−s] b[r−s]

c[r−s] d[r−s]

]︄
, r ≥ 1, (2.6)

with a[s],b[s], c[s] and d[s] being determined recursively via

b[0] = 0, c[0] = 0, a[0] = β1 Im, d[0] = β2 In, (2.7)

and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

b[s+1] = 1 
α

(−ib[s]
x − pd[s] + a[s] p),

c[s+1] = 1 
α

(ic[s]
x + qa[s] − d[s]q),

a[s+1]
x = i(pc[s+1] − b[s+1]q),

d[s+1]
x = i(qb[s+1] − c[s+1]p),

s ≥ 0, (2.8)

2 
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where α = α1 − α2 and zero constants of integration are taken in computing a[s] and d[s] . Obviously, we can work out

Q [1] = β

α
P , Q [2] = β

α
λP − β

α2
Im,n(P 2 + i P x),

and

Q [3] = β

α
λ2 P − β

α2
λIm,n(P 2 + i P x) − β

α3
(i[P , P x] + P xx + 2P 3),

where β = β1 − β2 and Im,n = diag(Im,−In). We can easily see from the recursive relations in (2.8) with the initial data in 
(2.7) that

W =
∑︂
s≥0 

λ−s W [s] =
∑︂
s≥0 

λ−s

[︄
a[s] b[s]

c[s] d[s]

]︄
(2.9)

provides a unique Laurent series solution to the stationary zero-curvature equation

W x = i[U , W ], (2.10)

where U is the spectral matrix in (2.2). Such a formal series solution is a pivotal element for generating integrable hierar
chies (see, e.g., [16--19] for examples).

Now, it directly follows that for each pair of m,n ≥ 1, the compatibility conditions of the two matrix spectral problems 
in (2.2) and (2.3), which are the zero-curvature equations:

Ut − V [r]
x + i[U , V [r]] = 0, r ≥ 0, (2.11)

determine an AKNS matrix integrable hierarchy:

pt = iαb[r+1], qt = −iαc[r+1], r ≥ 0. (2.12)

The case of m = n = 1 gives rise to the typical AKNS integrable hierarchy with two scalar potentials [20]. By applying 
the trace identity [21] as in [22], each system in this AKNS matrix integrable hierarchy can be showed to possess a bi
Hamiltonian structure and infinitely many symmetries and conserved quantities (see, e.g., [23--25] for more examples).

It is direct to see that the first and second nonlinear (when r = 2,3) integrable models in (2.12) are the AKNS matrix 
NLS equations:

pt = − β

α2
i(pxx + 2pqp), qt = β

α2
i(qxx + 2qpq), (2.13)

and the AKNS matrix mKdV equations:

pt = − β

α3
(pxxx + 3pqpx + 3pxqp), qt = − β

α3
(qxxx + 3qx pq + 3qpqx), (2.14)

where p and q are the two matrix potentials given by (2.1). Other examples of higher-order AKNS matrix integrable models 
could be found in [26].

3. Reduced AKNS matrix integrable hierarchies

In what follows, let us consider that

α1 = −α2 = 1, β1 = −β2 = 2, m = n. (3.1)

Therefore, we will only consider integrable reductions of AKNS matrix hierarchies associated with a specific type of AKNS 
spectral problem involving two square matrix potentials. The condition m = n is necessary when we impose group reduc
tions or similarity transformations involving off-diagonal block square matrices, but it is not required when using diagonal 
block square matrices.

3.1. Reductions of the AKNS matrix spectral problems

We take four constant invertible square matrices of order n: Σ1,Σ2,Δ1 and Δ2, and formulate the two off-diagonal 
block square matrices of order 2n:

Σ =
[︃

0 Σ1
Σ2 0

]︃
, Δ =

[︃
0 Δ1

Δ2 0

]︃
. (3.2)

3 
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Obviously, we have the crucial properties for Λ and Δ:

ΣΛΣ−1 = ΔΛΔ−1 = −Λ, ΣΩΣ−1 = ΔΩΔ−1 = −Ω, (3.3)

which allows us to introduce two group reductions or similarity transformations that preserve the invariance of the original 
zero-curvature equations.

For a given AKNS spectral matrix U in (2.2), we now consider a pair of group reductions or similarity transformations:

ΣU (λ)Σ−1 = −U∗(λ∗) = −(U (λ∗))∗, (3.4)

and

ΔU (λ)Δ−1 = −U T (λ) = −(U (λ))T . (3.5)

In (3.4), A∗ stands for the complex of a matrix A, and in (3.5), AT denotes the matrix transpose of a matrix A. These two 
reductions exhibit both invariance properties (see also [27]). Noting the specific form of the spectral matrix U , we can see 
that these two group reductions equivalently generate

ΣPΣ−1 = −P∗, (3.6)

and

ΔPΔ−1 = −P T , (3.7)

respectively. Evidently, these require the following corresponding constraints for the two submatrix potentials p and q:

p∗ = −Σ1qΣ−1
2 , q∗ = −Σ2 pΣ−1

1 , (3.8)

and

pT = −Δ2 pΔ−1
1 , qT = −Δ1qΔ−1

2 , (3.9)

respectively.
To ensure the two reductions in (3.8) are compatible, we impose the following condition:

Σ∗
1Σ2 = γ In, (3.10)

where γ ∈R and γ ≠ 0. Under this condition (3.10), to ensure the compatibility of the two constraints in (3.9), a sufficient 
condition could be

ΣT
1 Δ∗

1Σ2 = ηΔ2, (3.11)

where η ∈C and |η|2 = γ 2. It is direct to see that (3.10) and (3.11) guarantee that the two constraints in (3.8) or (3.9) are 
equivalent to each other.

To summarize, under the conditions (3.10) and (3.11) on the two matrices Σ and Δ, the two group reductions in (3.4)
and (3.5) generate a class of reduced AKNS matrix spectral problems:

−iϕx = Uϕ, U =
[︄

λIn p

−Σ−1
1 p∗Σ2 −λIn

]︄
, (3.12)

where the matrix potential p needs to satisfy the first constraint in (3.9), or equivalently,

−iϕx = Uϕ, U =
[︄

λIn −Σ−1
2 q∗Σ1

q −λIn

]︄
, (3.13)

where the matrix potential q needs to satisfy the second constraint in (3.9).

3.2. Reduced AKNS matrix integrable hierarchies

Let us consider the solution W determined by (2.9), with the initial data in (2.7). Under the two group reductions in 
(3.4) and (3.5), we can obtain the equalities at the initial value, λ = ∞:{︄

ΣW (λ)Σ−1|λ=∞ = −W ∗(λ∗)|λ=∞,

ΔW (λ)Δ−1|λ=∞ = −W T (λ)|λ=∞.
(3.14)

4 
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By the uniqueness of solutions to the stationary zero-curvature equations, these guarantee that

{︄
ΣW (λ)Σ−1 = −W ∗(λ∗) = −(W (λ∗))∗,

ΔW (λ)Δ−1 = −W T (λ) = −(W (λ))T ,
(3.15)

respectively. It follows from these relations that for each r ≥ 0, we have the following two pairs of invariance properties:

{︄
ΣV [r](λ)Σ−1 = −V [r]∗(λ∗) = −(V [r](λ∗))∗,

ΔV [r](λ)Δ−1 = −V [r]T (λ) = −(V [r](λ))T ,
(3.16)

which are equivalent to
{︄

ΣQ [r](λ)Σ−1 = −Q [r]∗(λ∗) = −(Q [r](λ∗))∗,

ΔQ r](λ)Δ−1 = −Q [r]T (λ) = −(Q [r](λ))T ,
(3.17)

where r ≥ 0 and V [r] and Q [r] are defined in (2.3) and (2.6), respectively. It then follows that under the potential constraints 
(3.8) and (3.9), we have

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Σ(Ut − V [r]
x + i[U , V [r]])(λ)Σ−1 = ((−U∗)t − (−V [r]∗)x + i[−U∗,−V [r]∗])(λ∗)

= −(U∗
t − V [r]∗

x − i[U∗, V [r]∗])(λ∗)

= −(Ut − V [r]
x + i[U , V [r]])∗(λ∗),

Δ(Ut − V [r]
x + i[U , V [r]])(λ)Δ−1 = ((−U T )t − (−V [r]T )x + i[−U T ,−V [r]T ])(λ)

= −(U T
t − V [r]T

x − i[U T , V [r]T ])(λ)

= −(Ut − V [r]
x + i[U , V [r]])T (λ),

(3.18)

where r ≥ 0, and thus, the AKNS matrix integrable models in (2.12) with r ≥ 0 become a hierarchy of reduced AKNS matrix 
integrable models:

pt = 2ib[r+1]|q=−Σ∗
2 p∗(Σ∗

1)−1 , r ≥ 0, (3.19)

where the matrix potential p is a reduced n×n matrix potential being subject to the first constraint in (3.9), or equivalently,

qt = −2ic[r+1]|p=−Σ∗
1q∗(Σ∗

2)−1 , r ≥ 0, (3.20)

where the matrix potential q is a reduced n × n matrix potential being subject to the second constraint in (3.9).
Moreover, every member in the reduced hierarchy (3.19) or (3.20) possesses a Lax pair consisting of the reduced matrix 

spectral problems in (2.2) and (2.3) with r ≥ 0, and has a hierarchy of commuting symmetries and conserved densities, 
reduced from those for the matrix integrable AKNS equations in (2.12) with r ≥ 0. The matrix spectral problems (3.12) and

−iϕt = V [r]|q=−Σ∗
2 p∗(Σ∗

1)−1ϕ, r ≥ 0, (3.21)

constitute a Lax pair for every member in the reduced hierarchy (3.19), or equivalently, the matrix spectral problems (3.13)
and

−iϕt = V [r]|p=−Σ∗
1q∗(Σ∗

2)−1ϕ, r ≥ 0, (3.22)

constitute a Lax pair for each member in the reduced hierarchy (3.20).
Noting that the pairs of Σ1,Σ2 and Δ1,Δ2 are generally arbitrary invertible square matrices of order n, subject to minor 

conditions, we can present various reduced hierarchies of AKNS matrix integrable models.

4. Applications

In this section, we aim to apply the general theory to several specific cases and present illustrative examples of reduced 
AKNS matrix spectral problems and reduced AKNS matrix integrable NLS and mKdV equations.

5 
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4.1. Symmetric and skew-symmetric cases

If we take

Σ =
[︃

0 In

−σ In 0

]︃
, (4.1)

where σ = ±1, then the group reduction (3.4), i.e.,

ΣUΣ−1 = −U∗ (4.2)

yields

p∗ = σq or q∗ = σ p. (4.3)

This gives rise to a relation between the two potentials p and q.
If we take

Δ =
[︃

0 In

−δ In 0

]︃
, (4.4)

where δ = ±1, then the group reduction (3.5), i.e.,

ΔUΔ−1 = −U T (4.5)

engenders

pT = δp, qT = δq. (4.6)

This requires that p and q are either symmetric or skew-symmetric.
These two group reductions are in agreement, since both the conditions in (3.10) and (3.11) are satisfied, where γ = −σ

and η = σδ. Together, the two reductions lead to

q = σ p∗, pT = δp, (4.7)

and thus, the reduced spectral matrix reads

U =
[︃

λIn p
σ p∗ −λIn

]︃
, (4.8)

where pT = δp. The case with σ = ±1, δ = 1 and n = 2 was analyzed via the inverse scattering transform [28,29], and a 
Darboux transformation was also provided for the subcase of σ = 1 in [30].

Examples in symmetric cases:

First, let us fix n = 2. Then, we have

p =
[︃

p1 p3
p3 p2

]︃
. (4.9)

Consequently, the corresponding reduced AKNS matrix integrable NLS and mKdV equations are expressed as⎧⎪⎪⎨
⎪⎪⎩

ip1,t = p1,xx + 2σ [(|p1|2 + 2|p3|2)p1 + p∗
2 p2

3],
ip2,t = p2,xx + 2σ [(|p2|2 + 2|p3|2)p2 + p∗

1 p2
3],

ip3,t = p3,xx + 2σ [(|p1|2 + |p2|2 + |p3|2)p3 + p1 p2 p∗
3],

(4.10)

and ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

p1,t = − 1
2 p1,xxx − 3σ [(|p1|2 + |p3|2)p1,x + (p1 p∗

3 + p3 p∗
2)p3,x],

p2,t = − 1
2 p2,xxx − 3σ [(|p2|2 + |p3|2)p2,x + (p2 p∗

3 + p3 p∗
1)p3,x],

p3,t = − 1
2 p3,xxx − 3

2σ [(p2 p∗
3 + p∗

1 p3)p1,x + (p1 p∗
3 + p3 p∗

2)p2,x

+(|p1|2 + |p2|2 + 2|p3|2)p3,x],

(4.11)

respectively, where σ = ±1. For the integrable NLS equations in (4.10), dark solitons and the inverse scattering transforma
tion were presented in [28,29], respectively. The case σ = −1 of (4.10) gives an example formulated through using Hermitian 
symmetric spaces in [32].

6 
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Second, let us fix n = 3. Then, we have

p =

⎡
⎢⎢⎣

p1 p4 p6

p4 p2 p5

p6 p5 p3

⎤
⎥⎥⎦ . (4.12)

Accordingly, the corresponding reduced AKNS matrix integrable NLS and mKdV equations are novel integrable models and 
given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ip1,t = p1,xx + 2σ [(|p1|2 + 2|p2|2 + 2|p4|2)p1 + p2
2 p∗

3 + p2
4 p∗

5 + 2p2 p4 p∗
6],

ip2,t = p2,xx + 2σ [(|p1|2 + |p2|2 + |p3|2 + |p4|2 + |p6|2)p2

+p1(p3 p∗
2 + p6 p∗

4) + p4(p6 p∗
5 + p3 p∗

6)],
ip3,t = p3,xx + 2σ [(2|p2|2 + |p3|2 + 2|p6|2)p3 + p2

2 p∗
1 + p2

6 p∗
5 + 2p2 p6 p∗

4],
ip4,t = p4,xx + 2σ [(|p1|2 + |p2|2 + |p4|2 + |p5|2 + |p6|2)p4

+p1(p6 p∗
2 + p5 p∗

4) + p2(p6 p∗
3 + p5 p∗

6)],
ip5,t = p5,xx + 2σ [(2|p4|2 + |p5|2 + 2|p6|2)p5 + p2

6 p∗
3 + p2

4 p∗
1 + 2p4 p6 p∗

2],
ip6,t = p6,xx + 2σ [(|p2|2 + |p3|2 + |p4|2 + |p5|2 + |p6|2)p6

+p2(p4 p∗
1 + p5 p∗

4) + p3(p4 p∗
2 + p5 p∗

6)],

(4.13)

and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p1,t = − 1
2 p1,xxx − 3σ [(|p1|2 + |p4|2 + |p6|2)p1,x + (p1 p∗

4 + p4 p∗
2 + p6 p∗

5)p4,x

+(p1 p∗
6 + p4 p∗

5 + p6 p∗
3)p6,x],

p2,t = − 1
2 p2,xxx − 3σ [(|p2|2 + |p4|2 + |p5|2)p2,x + (p2 p∗

4 + p4 p∗
1 + p5 p∗

6)p4,x

+(p2 p∗
5 + p4 p∗

6 + p5 p∗
3)p5,x],

p3,t = − 1
2 p3,xxx − 3σ [(|p3|2 + |p5|2 + |p6|2)p3,x + (p3 p∗

5 + p5 p∗
2 + p6 p∗

4)p5,x

+(p3 p∗
6 + p5 p∗

4 + p6 p∗
1)p6,x],

p4,t = − 1
2 p4,xxx − 3

2σ [(p2 p∗
4 + p4 p∗

1 + p5 p∗
6)p1,x + (p1 p∗

4 + p4 p∗
2 + p6 p∗

5)p2,x

+(|p1|2 + |p2|2 + 2|p4|2 + |p5|2 + |p6|2)p4,x + (p1 p∗
6 + p4 p∗

5 + p6 p∗
3)p5,x

+(p2 p∗
5 + p4 p∗

6 + p5 p∗
3)p6,x],

p5,t = − 1
2 p5,xxx − 3

2σ [(p3 p∗
5 + p5 p∗

2 + p6 p∗
4)p2,x + (p2 p∗

5 + p4 p∗
6 + p5 p∗

3)p3,x

+(p3 p∗
6 + p5 p∗

4 + p6 p∗
1)p4,x + (|p2|2 + |p3|2 + |p4|2 + 2|p5|2 + |p6|2)p5,x

+(p2 p∗
4 + p4 p∗

1 + p5 p∗
6)p6,x],

p6,t = − 1
2 p6,xxx − 3

2σ [(p3 p∗
6 + p5 p∗

4 + p6 p∗
1)p1,x + (p1 p∗

6 + p4 p∗
5 + p6 p∗

3)p3,x

+(p3 p∗
5 + p5 p∗

2 + p6 p∗
4)p4,x + (p1 p∗

4 + p4 p∗
2 + p6 p∗

5)p5,x

+(|p2|2 + |p3|2 + |p4|2 + |p5|2 + 2|p6|2)p6,x],

(4.14)

respectively, where σ = ±1.

Examples in skew-symmetric cases:

In this case, let us first consider n = 3, and thus, we have

p =

⎡
⎢⎢⎣

0 p1 p3

−p1 0 p2

−p3 −p2 0

⎤
⎥⎥⎦ . (4.15)
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Now, the corresponding reduced coupled integrable NLS and mKdV equations give rise to the standard AKNS system of 
three-component integrable NLS and mKdV equations:⎧⎪⎪⎨

⎪⎪⎩
ip1,t = p1,xx + 2σ(|p1|2 + |p2|2 + |p3|2)p1,

ip2,t = p2,xx + 2σ(|p1|2 + |p2|2 + |p3|2)p2,

ip3,t = p3,xx + 2σ(|p1|2 + |p2|2 + |p3|2)p3,

(4.16)

and ⎧⎪⎪⎨
⎪⎪⎩

p1,t = − 1
2 p1,xxx + 3

2σ [(2|p1|2 + |p2|2 + |p3|2)p1,x + p1 p∗
2 p2,x + p1 p∗

3 p3,x],
p2,t = − 1

2 p2,xxx + 3
2σ [p2 p∗

1 p1,x + (|p1|2 + 2|p2|2 + |p3|2)p2,x + p2 p∗
3 p3,x],

p3,t = − 1
2 p3,xxx + 3

2σ [p3 p∗
1 p1,x + p3 p∗

2 p2,x + (|p1|2 + |p2|2 + 3|p3|2)p3,x],
(4.17)

where σ = ±1. For the integrable NLS equations in (4.16), the long-time asymptotics of solutions was analyzed in [31]. The 
integrable mKdV equations in (4.17) are different from those reduced via diagonal block matrix group reductions (see, e.g., 
[3]).

The second case is n = 4. At this point, we have

p =

⎡
⎢⎢⎢⎢⎢⎣

0 p1 p4 p6

−p1 0 p2 p5

−p4 −p2 0 p3

−p6 −p5 −p3 0

⎤
⎥⎥⎥⎥⎥⎦ . (4.18)

Accordingly, the corresponding reduced AKNS matrix integrable NLS and mKdV equations provide novel integrable models, 
which are given as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ip1,t = p1,xx + 2σ [(|p1|2 + |p2|2 + |p4|2 + |p5|2 + |p6|2)p1 − (p2 p6 − p4 p5)p∗
3],

ip2,t = p2,xx + 2σ [(|p1|2 + |p2|2 + |p3|2 + |p4|2 + |p5|2)p2 − (p1 p3 − p4 p5)p∗
6],

ip3,t = p3,xx + 2σ [(|p2|2 + |p3|2 + |p4|2 + |p5|2 + |p6|2)p3 − (p2 p6 − p4 p5)p∗
1],

ip4,t = p4,xx + 2σ [(|p1|2 + |p2|2 + |p3|2 + |p4|2 + |p6|2)p4 + (p1 p3 + p2 p6)p∗
5],

ip5,t = p5,xx + 2σ [(|p1|2 + |p2|2 + |p3|2 + |p5|2 + |p6|2)p5 + (p1 p3 + p2 p6)p∗
4],

ip6,t = p6,xx + 2σ [(|p1|2 + |p3|2 + |p4|2 + |p5|2 + |p6|2)p6 − (p1 p3 − p4 p5)]p∗
2,

(4.19)

and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p1,t = − 1
2 p1,xxx + 3

2σ [(2|p1|2 + |p2|2 + |p4|2 + |p5|2 + |p6|2)p1,x + (p1 p∗
2 − p6 p∗

3)p2,x

+(p1 p∗
4 + p5 p∗

3)p4,x + (p1 p∗
5 + p4 p∗

3)p5,x + (p1 p∗
6 − p2 p∗

3)p6,x],

p2,t = − 1
2 p2,xxx + 3

2σ [(p2 p∗
1 − p3 p∗

6)p1,x + (|p1|2 + 2|p2|2 + |p3|2 + |p4|2 + |p5|2)p2,x

−(p1 p∗
6 − p2 p∗

3)p3,x + (p2 p∗
4 + p5 p∗

6)p4,x + (p2 p∗
5 + p4 p∗

6)p5,x],

p3,t = − 1
2 p3,xxx + 3

2σ [(p3 p∗
2 − p6 p∗

1)p2,x + (|p2|2 + 2|p3|2 + |p4|2 + |p5|2 + |p6|2)p3,x

+(p3 p∗
4 + p5 p∗

1)p4,x + (p3 p∗
5 + p4 p∗

1)p5,x − (p2 p∗
1 − p3 p∗

6)p6,x],

p4,t = − 1
2 p4,xxx + 3

2σ [(p3 p∗
5 + p4 p∗

1)p1,x + (p4 p∗
2 + p6 p∗

5)p2,x + (p1 p∗
5 + p4 p∗

3)p3,x

(|p1|2 + |p2|2 + |p3|2 + 2|p4|2 + |p6|2)p4,x + (p2 p∗
5 + p4 p∗

6)p6,x],

p5,t = − 1
2 p5,xxx + 3

2σ [(p3 p∗
4 + p5 p∗

1)p1,x + (p5 p∗
2 + p6 p∗

4)p2,x + (p1 p∗
4 + p5 p∗

3)p3,x

(|p1|2 + |p2|2 + |p3|2 + 2|p5|2 + |p6|2)p5,x + (p2 p∗
4 + p5 p∗

6)p6,x],

p6,t = − 1
2 p6,xxx + 3

2σ [−(p3 p∗
2 − p6 p∗

1)p1,x − (p1 p∗
2 − p6 p∗

3)p3,x + (p5 p∗
2 + p6 p∗

4)p4,x

+(p4 p∗
2 + p6 p∗

5)p5,x + (|p1|2 + |p3|2 + |p4|2 + |p5|2 + 2|p6|2)p6,x],

(4.20)
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respectively, where σ = ±1. The case σ = 1 of (4.19) gives an example presented through Hermitian symmetric spaces in 
[32]. There are some other interesting examples in the skew-symmetric case (see, e.g., [33,34]).

4.2. Non-symmetric and skew-symmetric cases

Let us first consider n = 2 and choose

Σ1 = I2, Σ2 = −σ I2, Δ1 =
[︃

0 1
δ 0

]︃
, Δ2 = −δΔ1, (4.21)

where σ = ±1 and δ = ±1, indicating four possible combinations. Then, the first group reduction (3.4) yields

q = σ p∗, (4.22)

and the second group reduction (3.5) determines

p =
[︃

p2 p1
p3 δp2

]︃
. (4.23)

Consequently, the associated reduced AKNS integrable NLS and mKdV equations are given by⎧⎪⎪⎨
⎪⎪⎩

ip1,t = p1,xx + 2σ [(p1 p∗
3 + 2|p2|2)p1 + δp2

2 p∗
1],

ip2,t = p2,xx + 2σ [(p1 p∗
3 + p3 p∗

1 + |p2|2)p2 + δp1 p3 p∗
2]

ip3,t = p3,xx + 2σ [(p3 p∗
1 + 2|p2|2)p3 + δp2

2 p∗
3],

(4.24)

and ⎧⎪⎪⎨
⎪⎪⎩

p1,t = − 1
2 p1,xxx − 3σ [(p1 p∗

3 + |p2|2)p1,x + (p1 p∗
2 + δp2 p∗

1)p2,x],
p2,t = − 1

2 p2,xxx − 3
2σ [(p2 p∗

3 + δp3 p∗
2)p1,x + (p1 p∗

3 + 2|p2|2 + p3 p∗
1)p2,x + (δp1 p∗

2 + p2 p∗
1)p3,x],

p3,t = − 1
2 p3,xxx − 3σ [(δp2 p∗

3 + p3 p∗
2)p2,x + (|p2|2 + p3 p∗

1)p3,x],
(4.25)

respectively, where σ = ±1 and δ = ±1.
Next, let us consider n = 3 and take

Σ1 = I3, Σ2 = −σ I3, Δ1 = Δ2 =
⎡
⎣ 0 0 1

0 −1 0
1 0 0

⎤
⎦ , (4.26)

where σ = ±1. Then, by the two group reductions in (3.4) and (3.5), we obtain

q = σ p∗, p =
⎡
⎣ p2 p1 0

p3 0 p1
0 p3 −p2

⎤
⎦ . (4.27)

Accordingly, the associated reduced AKNS integrable NLS and mKdV equations are given as follows:⎧⎪⎪⎨
⎪⎪⎩

ip1,t = p1,xx + 2σ(p1 p∗
3 + |p2|2 + p3 p∗

1)p1,

ip2,t = p2,xx + 2σ(p1 p∗
3 + |p2|2 + p3 p∗

1)p2,

ip3,t = p3,xx + 2σ(p1 p∗
3 + |p2|2 + p3 p∗

1)p3,

(4.28)

and ⎧⎪⎪⎨
⎪⎪⎩

p1,t = − 1
2 p1,xxx − 3

2σ [(2p1 p∗
3 + |p2|2 + p3 p∗

1)p1,x + p1 p∗
2 p2,x + |p1|2 p3,x],

p2,t = − 1
2 p2,xxx − 3

2σ [p2 p∗
3 p1,x + (p1 p∗

3 + 2|p2|2 + p3 p∗
1)p2,x + p2 p∗

1 p3,x],
p3,t = − 1

2 p3,xxx − 3
2σ [|p3|2 p1,x + p3 p∗

2 p2,x + (p1 p∗
3 + |p2|2 + 2p3 p∗

1)p3,x],
(4.29)

respectively, where σ = ±1.
Now, let us take up the third case:

Σ1 = I3, Σ2 = −σ I3, Δ1 = Δ2 =
⎡
⎣ 1 0 1

0 1 0
1 0 0

⎤
⎦ , (4.30)
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where σ = ±1. Then, the corresponding two group reductions yield

q = σ p∗, p =
⎡
⎣ p1 p2 0

p3 0 −p2
−p1 −p3 − p2 −p1

⎤
⎦ . (4.31)

Therefore, the associated reduced AKNS integrable NLS and mKdV equations become⎧⎪⎪⎨
⎪⎪⎩

ip1,t = p1,xx + 2σ(|p1|2 + |p2|2 + p2 p∗
3 + p3 p∗

2)p1,

ip2,t = p2,xx + 2σ(|p1|2 + |p2|2 + p2 p∗
3 + p3 p∗

2)p2,

ip3,t = p3,xx + 2σ(|p1|2 + |p2|2 + p2 p∗
3 + p3 p∗

2)p3,

(4.32)

and ⎧⎪⎪⎨
⎪⎪⎩

p1,t = − 1
2 p1,xxx − 3

2σ [(2|p1|2 + |p2|2 + p2 p∗
3 + p3 p∗

2)p1,x + p1(p∗
2 + p∗

3)p2,x + p1 p∗
2 p3,x],

p2,t = − 1
2 p2,xxx − 3

2σ [p2 p∗
1 p1,x + (|p1|2 + 2|p2|2 + 2p2 p∗

3 + p3 p∗
2)p2,x + |p2|2 p3,x],

p3,t = − 1
2 p3,xxx − 3

2σ [p3 p∗
1 p1,x + p3(p∗

2 + p∗
3)p2,x + (|p1|2 + |p2|2 + p2 p∗

3 + 2p3 p∗
2)p3,x],

(4.33)

respectively, where σ = ±1.
The three examples in these specific cases represent novel models of integrable NLS and mKdV equations. We note that 

more specific integrable reductions can be achieved by choosing different group reductions or similarity transformations for 
the zero-curvature equations (see, e.g., [35--39]).

5. Concluding remarks

A pair of local group reductions, or similarity transformations, has been proposed and analyzed for a specific type of 
AKNS spectral problem. The reductions yield reduced AKNS matrix integrable hierarchies, whose members commute with 
each other. A few concrete examples of reduced AKNS matrix spectral problems and reduced AKNS matrix integrable NLS 
and mKdV models have been presented. One of the two group reductions imposes a constraint on the two square matrix 
potentials in the AKNS matrix potential, while the other imposes a constraint on the square matrix potentials. The novelty 
of this work lies in introducing group reductions involving off-diagonal block matrices. Traditionally, group reductions are 
formulated using diagonal block matrices, but not off-diagonal ones (see, e.g., [4,40]).

It is known that soliton solutions can be constructed using analytical techniques, including the Darboux transformation, 
the Hirota bilinear method, Bäcklund transforms, and the Wronskian determinant technique. Rational solutions (see, e.g., 
[41]), lump wave solutions (see, e.g., [42--44]), breather wave and rogue wave solutions (see, e.g., [45--49]), and their in
teraction solutions (see, e.g., [50,51]) are among the most significantly interesting solutions. Moreover, the Riemann-Hilbert 
technique provides a powerful way to construct soliton solutions for integrable models with multiple poles in the scatter
ing coefficients [52,53]. We note that reduced integrable models balance different potentials in the original equations and, 
therefore, must satisfy certain constraints (see, e.g., [54--56]). These models and their solutions are generally more difficult 
to solve and obtain.

It is expected that the analysis presented here will contribute to the refinement and classification of integrable models, 
further enriching the field based on specific matrix spectral problems.

Acknowledgements

The work was supported in part by the Ministry of Science and Technology of China (G2021016032L and G2023016011L) 
and the National Natural Science Foundation of China (12271488 and 11975145).

Data availability

No data was used for the research described in the article.

References

[1] A. Das, Integrable Models, World Scientific, Teaneck, NJ, 1989.
[2] M.J. Ablowitz, H. Segur, Solitons and the Inverse Scattering Transform, SIAM, Philadelphia, 1981.
[3] W.X. Ma, Application of the Riemann-Hilbert approach to the multicomponent AKNS integrable hierarchies, Nonlinear Anal., Real World Appl. 47 (2019) 

1--17.
[4] W.X. Ma, Real reduced matrix mKdV integrable hierarchies under two local group reductions, East Asian J. Appl. Math. 14 (2024) 281--292.
[5] M.J. Ablowitz, Z.H. Musslimani, Integrable nonlocal nonlinear equations, Stud. Appl. Math. 139 (2017) 7--59.
[6] W.X. Ma, Nonlocal PT-symmetric integrable equations and related Riemann-Hilbert problems, Partial Differ. Equ. Appl. Math. 4 (2021) 100190.

10 

http://refhub.elsevier.com/S0393-0440(26)00022-7/bib913D321E1740AEBE0E37CDAF824D59A6s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibE743A686088D1F2001D028D16DF52CF3s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAFFA02528013875D656DFB006746E693s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAFFA02528013875D656DFB006746E693s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibF7304CADDFE4F9F8244CD8429AE5A2B3s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib674369325D2C7A0F11D434C299F466E8s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibE790C408B1C6CC26E5FA6E69CB257040s1


W.X. Ma and C.M. Khalique Journal of Geometry and Physics 222 (2026) 105772 

[7] M.J. Ablowitz, Z.H. Musslimani, Inverse scattering transform for the integrable nonlocal nonlinear Schrödinger equation, Nonlinearity 29 (2016) 
915--946.

[8] W.X. Ma, Inverse scattering for nonlocal reverse-time nonlinear Schrödinger equations, Appl. Math. Lett. 102 (2020) 106161.
[9] W.X. Ma, Y.H. Hung, F.D. Wang, Inverse scattering transforms and soliton solutions of nonlocal reverse-space nonlinear Schrödinger hierarchies, Stud. 

Appl. Math. 145 (2020) 563--585.
[10] L.M. Ling, W.X. Ma, Inverse scattering and soliton solutions of nonlocal complex reverse-spacetime modified Korteweg-de Vries hierarchies, Symmetry 

13 (2021) 512.
[11] J. Yang, Nonlinear Waves in Integrable and Nonintegrable Systems, SIAM, Philadelphia, 2010.
[12] J.L. Ji, Z.N. Zhu, On a nonlocal modified Korteweg-de Vries equation: integrability, Darboux transformation and soliton solutions, Commun. Nonlinear 

Sci. Numer. Simul. 42 (2017) 699--708.
[13] C.Q. Song, D.M. Xiao, Z.N. Zhu, Solitons and dynamics for a general integrable nonlocal coupled nonlinear Schrödinger equation, Commun. Nonlinear 

Sci. Numer. Simul. 45 (2017) 13--28.
[14] M. Gürses, A. Pekcan, Nonlocal nonlinear Schrödinger equations and their soliton solutions, J. Math. Phys. 59 (2018) 051501.
[15] M. Gürses, A. Pekcan, Nonlocal modified KdV equations and their soliton solutions by Hirota method, Commun. Nonlinear Sci. Numer. Simul. 67 (2019) 

427--448.
[16] J. Zhang, C.P. Zhang, Y.N. Cui, Bi-integrable and tri-integrable couplings of a soliton hierarchy associated with SO(3), Adv. Math. Phys. 2017 (2017) 

9743475.
[17] S. Manukure, Finite-dimensional Liouville integrable Hamiltonian systems generated from Lax pairs of a bi-Hamiltonian soliton hierarchy by symmetry 

constraints, Commun. Nonlinear Sci. Numer. Simul. 57 (2018) 125--135.
[18] H.F. Wang, Y.F. Zhang, A kind of nonisospectral and isospectral integrable couplings and their Hamiltonian systems, Commun. Nonlinear Sci. Numer. 

Simul. 99 (2021) 105822.
[19] Q.L. Zhao, Y.D. Zhong, X.Y. Li, Explicit solutions to a hierarchy of discrete coupling Korteweg–de Vries equations, J. Appl. Anal. Comput. 12 (2022) 

1353--1370.
[20] M.J. Ablowitz, D.J. Kaup, A.C. Newell, H. Segur, The inverse scattering transform-Fourier analysis for nonlinear problems, Stud. Appl. Math. 53 (1974) 

249--315.
[21] G.Z. Tu, On Liouville integrability of zero-curvature equations and the Yang hierarchy, J. Phys. A, Math. Gen. 22 (1989) 2375--2392.
[22] W.X. Ma, Riemann-Hilbert problems and inverse scattering of nonlocal real reverse-spacetime matrix AKNS hierarchies, Phys. D. 430 (2022) 133078.
[23] H.F. Wang, Y.F. Zhang, A kind of generalized integrable couplings and their bi-Hamiltonian structure, Int. J. Theor. Phys. 60 (2021) 1797--1812.
[24] T.S. Liu, T.C. Xia, Multi-component generalized Gerdjikov-Ivanov integrable hierarchy and its Riemann-Hilbert problem, Nonlinear Anal., Real World 

Appl. 68 (2022) 103667.
[25] X.M. Zhu, J.B. Zhang, The integrability of a new fractional soliton hierarchy and its application, Adv. Math. Phys. 2022 (2022) 2200092.
[26] W.X. Ma, Matrix integrable fifth-order mKdV equations and their soliton solutions, Chin. Phys. B 32 (2023) 020201.
[27] W.X. Ma, A novel kind of reduced integrable matrix mKdV equations and their binary Darboux transformations, Mod. Phys. Lett. B 36 (2022) 2250094.
[28] M. Uchiyama, J.I. Ieda, M. Wadati, Dark solitons in F = 1 spinor Bose–Einstein condensate, J. Phys. Soc. Jpn. 75 (2006) 064002.
[29] B. Prinari, F. Demontis, S. Li, T.P. Horikis, Inverse scattering transform and soliton solutions for square matrix nonlinear Schrödinger equations with 

non-zero boundary conditions, Phys. D 368 (2018) 22--49.
[30] Y.Q. Yuan, B. Tian, Q.X. Qu, C.R. Zhang, X.X. Du, Lax pair, binary Darboux transformation and dark solitons for the three-component Gross–Pitaevskii 

system in the spinor Bose–Einstein condensate, Nonlinear Dyn. 99 (2020) 3001--3011.
[31] W.X. Ma, Long-time asymptotics of a three-component coupled nonlinear Schrödinger system, J. Geom. Phys. 153 (2020) 103669.
[32] A.P. Fordy, P.P. Kulish, Nonlinear Schrödinger equations and simple Lie algebras, Commun. Math. Phys. 89 (1983) 427--443.
[33] W.R. Sun, L. Wang, Vector rogue waves, rogue wave-to-soliton conversions and modulation instability of the higher-order matrix nonlinear Schrödinger 

equation, Eur. Phys. J. Plus 133 (2018) 495.
[34] W.R. Sun, L. Wang, Solitons, breathers and rogue waves of the coupled Hirota system with 4×4 Lax pair, Commun. Nonlinear Sci. Numer. Simul. 82 

(2020) 105055.
[35] F. Yu, L. Li, Vector dark and bright soliton wave solutions and collisions for spin-1 Bose–Einstein condensate, Nonlinear Dyn. 87 (2017) 2697--2713.
[36] Z. Yan, K.W. Chow, B.A. Malomed, Exact stationary wave patterns in three coupled nonlinear Schrödinger/Gross–Pitaevskii equations, Chaos Solitons 

Fractals 42 (2009) 3013--3019.
[37] T.A. Sulaiman, U. Younas, A. Yusuf, M. Younis, M. Bilal, Shafqat-ur-Rehman, Extraction of new optical solitons and MI analysis to three coupled Gross--

Pitaevskii system in the spinor Bose–Einstein condensate, Mod. Phys. Lett. B 35 (2021) 2150109.
[38] U. Younas, T.A. Sulaiman, J. Ren, Diversity of optical soliton structures in the spinor Bose–Einstein condensate modeled by three-component Gross--

Pitaevskii system, Int. J. Mod. Phys. B 37 (2023) 2350004.
[39] J.T. He, H.J. Li, J. Lin, B.A. Malomed, Vector rogue waves in spin-1 Bose–Einstein condensates with spin–orbit coupling, New J. Phys. 26 (2024) 093020.
[40] W.X. Ma, Nonlocal integrable mKdV equations by two nonlocal reductions and their soliton solutions, J. Geom. Phys. 177 (2022) 104522.
[41] B.D.V. Campos, Characterization of rational solutions of a KdV-like equation, Math. Comput. Simul. 201 (2022) 396--416.
[42] W.X. Ma, Y. Zhou, Lump solutions to nonlinear partial differential equations via Hirota bilinear forms, J. Differ. Equ. 264 (2018) 2633--2659.
[43] T.A. Sulaiman, A. Yusuf, A. Abdeljabbar, M. Alquran, Dynamics of lump collision phenomena to the (3+1)-dimensional nonlinear evolution equation, 

J. Geom. Phys. 169 (2021) 104347.
[44] H.C. Ma, Y.X. Bai, A.P. Deng, Multiple lump solutions of the (2+1)-dimensional Konopelchenko-Dubrovsky equation, Math. Methods Appl. Sci. 43 (2020) 

7135--7142.
[45] S. Manukure, A. Chowdhury, Y. Zhou, Complexiton solutions to the asymmetric Nizhnik-Novikov-Veselov equation, Int. J. Mod. Phys. B 33 (2019) 

950098.
[46] A. Yusuf, T.A. Sulaiman, A. Abdeljabbar, M. Alquran, Breather waves, analytical solutions and conservation laws using Lie–Bäcklund symmetries to the 

(2+1)-dimensional Chaffee-Infante equation, J. Ocean Eng. Sci. 8 (2023) 145--151.
[47] Y.H. Yin, X. Lü, W.X. Ma, Bäcklund transformation, exact solutions and diverse interaction phenomena to a (3+1)-dimensional nonlinear evolution 

equation, Nonlinear Dyn. 108 (2022) 4181--4194.
[48] J.Y. Chu, Y.Q. Liu, W.X. Ma, Integrability and multiple-rogue and multi-soliton wave solutions of the (3+1)-dimensional Hirota–Satsuma--Ito equation, 

Mod. Phys. Lett. B 39 (2025) 2550060.
[49] L. Cheng, Y. Zhang, W.X. Ma, An extended (2+1)-dimensional modified Korteweg–de Vries–Calogero--Bogoyavlenskii--Schiff equation: Lax pair and Dar

boux transformation, Commun. Theor. Phys. 77 (2025) 035002.
[50] W.X. Ma, X.L. Yong, H.Q. Zhang, Diversity of interaction solutions to the (2+1)-dimensional Ito equation, Comput. Math. Appl. 75 (2018) 289--295.
[51] B. Liu, X.E. Zhang, B. Wang, X. Lü, Rogue waves based on the coupled nonlinear Schrödinger option pricing model with external potential, Mod. Phys. 

Lett. B 36 (2022) 2250057.
[52] P.F. Han, W.X. Ma, R.S. Ye, Y. Zhang, Inverse scattering transform for the defocusing–defocusing coupled Hirota equations with non-zero boundary 

conditions: multiple double-pole solutions, Phys. D 471 (2025) 134434.

11 

http://refhub.elsevier.com/S0393-0440(26)00022-7/bib0B97BBF6BA3CDB76B0FF1116D664F562s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib0B97BBF6BA3CDB76B0FF1116D664F562s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibDB5DF2907B1FCE6F1D8BF377C16927C1s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC6B59361948A196655339EBB34E5DC07s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC6B59361948A196655339EBB34E5DC07s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib5205692B16D5C74AE945266594124369s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib5205692B16D5C74AE945266594124369s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib4807261FBDF62D28D47BB658537D2EE4s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib19BE54F7107F35CCE5749BC40F21D2CEs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib19BE54F7107F35CCE5749BC40F21D2CEs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibDD73E4BDB010411493F4FD3E8E3CAF2Cs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibDD73E4BDB010411493F4FD3E8E3CAF2Cs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibD31B8622E12CCF8BB7DAB3E5E2B65794s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibA98953CF9AA26E3B5636D3E55358450Bs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibA98953CF9AA26E3B5636D3E55358450Bs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC67C12826318B32F2C2A1CE5C02C8B74s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC67C12826318B32F2C2A1CE5C02C8B74s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibFCB0D525F404BB5E5A46FD6D1839F544s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibFCB0D525F404BB5E5A46FD6D1839F544s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibDB85F3DA25C0ACC0B1F3414FABC10127s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibDB85F3DA25C0ACC0B1F3414FABC10127s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib1FA570E529EB1DC868938F1A29728B16s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib1FA570E529EB1DC868938F1A29728B16s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibA5002506F6C3B94DD57FB99F7003782Ds1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibA5002506F6C3B94DD57FB99F7003782Ds1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib97243E392DF512B7D2C7FB8A421D4C41s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib5E5BD65E93C7535FF89ED811D52C7836s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibCD4C155EC786B6E0D9CD0430603DB9D4s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibEB0BD2E240F95EFB3561BD456EC7DF4Fs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibEB0BD2E240F95EFB3561BD456EC7DF4Fs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib50018ADBAF9652F3F0711B5817BB61EFs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib89E66204E98D5B2934CD6FBEEDA236A5s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibD7CEBB26777084A9CF757C8D55CDC5F1s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib02EFFE9D06D57D9FB704E227D97AED24s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib532E7453A35E123A283A5685BA5D8F33s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib532E7453A35E123A283A5685BA5D8F33s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAD2F94B40B2C07EFDB0E6A08D3088549s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAD2F94B40B2C07EFDB0E6A08D3088549s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibE74035BCE9C2CA110C6263C45019C030s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibEF7164B6886DAA73EBE63C1BA0B5A5B2s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibD1A2957B6BD20D8391AA0FFA90A46129s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibD1A2957B6BD20D8391AA0FFA90A46129s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC3DB95A5E2BBCFE7061D1718EB796299s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC3DB95A5E2BBCFE7061D1718EB796299s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib32826E8D06942D0A70B3C3399DB58D97s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib9B311A299AED90AD74CC844A1A5BDDF4s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib9B311A299AED90AD74CC844A1A5BDDF4s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib469EBAC53173EBB7A04D9BAEE7CFB20Ds1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib469EBAC53173EBB7A04D9BAEE7CFB20Ds1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibF661F5F75424494BB1DF5E50BA70F389s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibF661F5F75424494BB1DF5E50BA70F389s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib16B9BD736EB61460103E3902DED9D588s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibE0E8195652A38055093D5096F9749EB9s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAE7B2D288644FC23405BFD768FDC0E6Bs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib30CDC70E1C7AE184B9075D44374424A6s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib00025D683EA74E71E2E4FBFD62E22397s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib00025D683EA74E71E2E4FBFD62E22397s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib74642DF1EB57D50A474270B2E67B03E7s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib74642DF1EB57D50A474270B2E67B03E7s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib45CD369315C5BF8ED6099EE5270C5EADs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib45CD369315C5BF8ED6099EE5270C5EADs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibF60850495C0A31A70779D399F85D9195s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibF60850495C0A31A70779D399F85D9195s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib7FEC849737D3A4670B588F0B09EEBEFCs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib7FEC849737D3A4670B588F0B09EEBEFCs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibB7440E326B5F645A0FF0F74CC528FDDBs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibB7440E326B5F645A0FF0F74CC528FDDBs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAD31D02CEF9D80FFDCEA24ACB0EEE1CCs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibAD31D02CEF9D80FFDCEA24ACB0EEE1CCs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibA80923B408383ECBF75E8EA43151EAF4s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib0D21626F25E5218D4C9FBA170BA112D6s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib0D21626F25E5218D4C9FBA170BA112D6s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib3933E87CE1177AD351431E0E8B21E102s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib3933E87CE1177AD351431E0E8B21E102s1


W.X. Ma and C.M. Khalique Journal of Geometry and Physics 222 (2026) 105772 

[53] J.J. Yang, S.F. Tian, Z.Q. Li, Riemann-Hilbert method and multi-soliton solutions of an extended modified Korteweg–de Vries equation with N distinct 
arbitrary-order poles, J. Math. Anal. Appl. 511 (2022) 126103.

[54] W.X. Ma, An application of dual group reductions to the AKNS integrable mKdV model, Mod. Phys. Lett. B 39 (2025) 2550233.
[55] W.X. Ma, Integrable matrix modified Korteweg-de Vries equations derived from reducing AKNS Lax pairs, Rom. J. Phys. 70 (2025) 110.
[56] W.X. Ma, Reduced matrix integrable hierarchies via group reduction involving off-diagonal block matrices, Commun. Theor. Phys. 78 (2026) 015001.

12 

http://refhub.elsevier.com/S0393-0440(26)00022-7/bib7A46F45BF837A11A2B7A872945AF55D1s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib7A46F45BF837A11A2B7A872945AF55D1s1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bib74B39AA5EAA4F3F40E3F18A8E93C908Cs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibD51AD4F77A6FA4072330A8CA4E8E538Bs1
http://refhub.elsevier.com/S0393-0440(26)00022-7/bibC17559C9F9B1DFFC5BC5776E6D34CC29s1

	Matrix integrable models associated with reduced AKNS Lax pairs
	1 Introduction
	2 The standard AKNS matrix integrable hierarchies
	3 Reduced AKNS matrix integrable hierarchies
	3.1 Reductions of the AKNS matrix spectral problems
	3.2 Reduced AKNS matrix integrable hierarchies

	4 Applications
	4.1 Symmetric and skew-symmetric cases
	4.2 Non-symmetric and skew-symmetric cases

	5 Concluding remarks
	Acknowledgements
	Data availability
	References


