A supertrace identity and its applications to superintegrable systems
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A supertrace identity on Lie superalgebras is established. It provides a tool for constructing super-Hamiltonian structures of zero curvature equations associated with Lie superalgebras. Applications in the case of the Lie superalgebra $B_{0,1}$ present super-Hamiltonian structures of a super-AKNS soliton hierarchy and a super-Dirac soliton hierarchy. © 2008 American Institute of Physics. [DOI: 10.1063/1.2897036]

I. INTRODUCTION

The trace identity provides a powerful tool for constructing Hamiltonian structures of soliton equations.1,2 It is based on the Killing form on a semisimple Lie algebra. On nonsemisimple Lie algebras, the Killing form is always degenerate, and thus, the trace identity does not help in this case. Recently, a variational identity—a generalized trace identity—was presented in the theory of integrable couplings,3 which can be used to produce Hamiltonian structures in the case of nonsemisimple Lie algebras. In this paper, we would like to discuss and show a supertrace identity and its applications in the theory of superintegrable systems.4–8

Let $\mathcal{A}$ be a commutative superalgebra over $\mathbb{R}$ or $\mathbb{C}$, and $G$ a matrix loop superalgebra over $\mathcal{A}$ with the nondegenerate Killing form. We take a pair of matrix spectral problems:

\[
\phi_t = U \phi = U(u, \lambda) \phi,
\]

\[
\phi_x = V \phi = V\left(u, u_{x_1}, \ldots, \frac{\partial^m u}{\partial x_{m_0}} , \lambda\right) \phi,
\]  

where $\phi_t$ and $\phi_x$ denote the partial derivatives with respect to $t$ and $x$, $U, V \in G$ are a Lax pair, $u = (u_1, \ldots, u_q)^T \in \mathcal{A}^q$ is a potential consisting of commuting and anticommuting variables, $\lambda$ is a spectral parameter, and $m_0$ is a natural number indicating the differential order.

Assume that (1.1) determines a superevolution equation:

\[
u_t = K(u) = K\left(u, u_{x_1}, \ldots, \frac{\partial^m u}{\partial x_{m_0}} \right),
\]

through their isospectral (i.e., $\lambda_i = 0$) compatibility condition (i.e., zero curvature equation):
\[ U_i - V \xi + [U, V] = 0, \]  
(1.3)

where \([U, V] = UV - VU\). The zero curvature equation (1.3) means that the triple \((U, V, K)\) satisfies
\[ U'(u)[K] - V[\xi] + [U, V] = 0, \]  
(1.4)

where \(U'(u)[K] = \partial / \partial \epsilon |_{\epsilon = 0} U(u + \epsilon K)\). There exist Lie algebraic structures behind this equation for such triples.\(^{10,11}\)

For a functional \(\mathcal{H}\), its variational derivative \(\delta \mathcal{H} / \delta u = (\delta \mathcal{H} / \delta u_1, \ldots, \delta \mathcal{H} / \delta u_q)^T \in \mathcal{A}^q\) is defined by
\[ \sum_{i=1}^q \frac{\delta \mathcal{H}}{\delta u_i} v_i = \left. \frac{\partial}{\partial \epsilon} \mathcal{H}(u + \epsilon v) \right|_{\epsilon = 0}, \]  
(1.5)

where \(v = (v_1, \ldots, v_q)^T \in \mathcal{A}^q\) is a vector like \(u\) and \(\epsilon \in \mathcal{A}\) is an even parameter (see, for example, Refs. 12 and 13 for more information). For an operator \(J = (J_{ij})_{q \times q}\) from \(\mathcal{A}^q\) to \(\mathcal{A}^q\), define its corresponding bracket:
\[ \{\mathcal{H}_1, \mathcal{H}_2\} = \int \sum_{i,j=1}^q (-1)^{i+j+p(H_2)} J_{ij} \frac{\delta \mathcal{H}_1}{\delta u_j} \frac{\delta \mathcal{H}_2}{\delta u_i} dx, \]  
(1.6)

where \(\mathcal{H}_1\) and \(\mathcal{H}_2\) are two functionals, and \(p(i) = p(u_i)\) and \(p(\mathcal{H}_2)\) are the degrees of \(u_i\) and \(\mathcal{H}_2\) (either 0 or 1). Such an operator \(J\) is called a super-Hamiltonian operator (or an even super-Hamiltonian operator) if its corresponding bracket \(\{\cdot, \cdot\}\) defined above is a super-Lie bracket, i.e., it is superskewsymmetric:
\[ \{\mathcal{H}_1, \mathcal{H}_2\} = -(-1)^{p(\mathcal{H}_1)p(\mathcal{H}_2)} \{\mathcal{H}_2, \mathcal{H}_1\}, \]  
(1.7)

and satisfies the super-Jacobi identity:
\[ (-1)^{p(\mathcal{H}_1)p(\mathcal{H}_2)} \{\mathcal{H}_1, \{\mathcal{H}_2, \mathcal{H}_3\}\} + \text{cycle}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3) = 0, \]  
(1.8)

where \(\mathcal{H}_1, \mathcal{H}_2,\) and \(\mathcal{H}_3\) are pure in the \(\mathbb{Z}_2\) grading. A superevolution equation (1.2) is called a super-Hamiltonian equation if there is a super-Hamiltonian operator and a functional \(\mathcal{H}\) such that
\[ u_t = \mathcal{H}(u) = \frac{\delta \mathcal{H}}{\delta u}. \]  
(1.9)

If so, we say that the evolution equation (1.2) has a super-Hamiltonian structure. A super-bi-Hamiltonian equation can also be defined, similar to the classical case.\(^{14}\)

One interesting question for us is how to generate super-Hamiltonian structures for the evolution equation (1.2) based on the zero curvature equation (1.3). In what follows, we would like to establish a supertrace identity on matrix loop superalgebras to construct super-Hamiltonian structures of associated superintegrable equations. We will use the supertrace on a given matrix loop superalgebra \(G\), which satisfies the symmetric property:
\[ \text{str}(\text{ad}_a \text{ad}_b) = \text{str}(\text{ad}_b \text{ad}_a), \quad a, b \in G, \]  
(1.10)

and the invariance property under the Lie product:
\[ \text{str}(\text{ad}_a \text{ad}_{[b, c]}) = \text{str}(\text{ad}_{[a, b]} \text{ad}_c), \quad a, b, c \in G. \]  
(1.11)

Here, \(\text{ad}_a\) denotes the adjoint action of \(a \in G\) on \(G\), which is defined by
\[ \text{ad}_a b = [a, b], \quad b \in G, \]  
(1.12)

and the bracket \([\cdot, \cdot]\) is the Lie superbracket of \(G\).
In this paper, we would like to show that there exists a supertrace identity on Lie superalgebras with nondegenerate Killing forms and it can be used to construct super-Hamiltonian structures of soliton equations associated with such Lie superalgebras. Applications in the case of the Lie superalgebra $B(0, 1)$ present super-Hamiltonian structures of a super-AKNS soliton hierarchy and a super-Dirac soliton hierarchy. A few concluding remarks are given in the last section.

II. SUPERTRACE IDENTITY ON LIE SUPERALGEBRAS

Let a spectral matrix $U$ be defined by

$$U = U(u, \lambda) = E_0(\lambda) + u_1E_1(\lambda) + \cdots + u_qE_q(\lambda), \quad u_i \in \mathcal{A}, \quad E_i \in G, \quad 1 \leq i \leq q, \quad (2.1)$$

where $\mathcal{A}$ is a commutative superalgebra over $\mathbb{R}$ or $\mathbb{C}$, $G$ is a matrix loop superalgebra over $\mathcal{A}$ with the nondegenerate Killing form, and $E_i \in G, \ 1 \leq i \leq q$, are $\mathcal{A}$ linearly independent. We need to select the appropriate ranks, rank$(\lambda)$ and rank$(u)$, such that $U$ has the same rank, i.e., it is homogeneous in rank. This way, we can define

$$\text{rank}(U) = \text{rank}\left(\frac{\partial}{\partial \lambda}\right) = \text{const}. \quad (2.2)$$

Assume that if two solutions $V_1, V_2 \in G$ of the stationary zero curvature equation

$$V_x = [U, V] \quad (2.3)$$

possess the same rank, then they are $\mathcal{A}$ linearly dependent of each other:

$$V_1 = \gamma V_2, \quad \gamma = \text{const}. \quad (2.4)$$

This is a condition on the selection of the spectral matrix $U$, which normally implies that there exists a unique recursion operator associated with the spectral problem $(1.1)$. The condition has also been used in deriving the trace identity,$^{15}$ the so-called quadratic form identity,$^{16}$ and the variational identity under the general bilinear forms.$^{3}$

A. Supertrace identity

Let us introduce a functional:

$$\mathcal{W} = \int \left[ \text{str}(\text{ad}_V \text{ad}_{U_\lambda}) + \text{str}(\text{ad}_\Lambda \text{ad}_{V_x(U, V)}) \right] dx, \quad (2.5)$$

where $U_\lambda = \partial U / \partial \lambda$, and $V, \Lambda \in G$ are two matrices to be determined.

The directional derivative $\nabla_a \mathcal{R} \in G$ of a functional $\mathcal{R}$ with respect to $a \in G$ is defined by

$$\int \text{str}(\text{ad}_V \text{ad}_a)dx = \frac{\partial}{\partial a} \mathcal{R}(a + \epsilon b) \bigg|_{\epsilon=0}, \quad b \in G. \quad (2.6)$$

It is obvious that based on the nondegenerate property of the Killing form, we can have

$$\nabla_b \int \text{str}(\text{ad}_a \text{ad}_b)dx = a, \quad \nabla_b \int \text{str}(\text{ad}_a \text{ad}_b)dx = -a. \quad (2.6)$$

Therefore, it follows from $(1.10)$ and $(1.11)$ that

$$\nabla_\lambda \mathcal{W} = U_\lambda - \Lambda_x + [U, \Lambda], \quad \nabla_\Lambda \mathcal{W} = V_x - [U, V]. \quad (2.7)$$

In what follows, we would like to prove that the supertrace identity on Lie superalgebras holds, similar to the trace identity.$^2$

**Theorem 2.1 (The supertrace identity):** Let $U = U(u, \lambda) \in G$ be homogeneous in rank. Assume that the stationary zero curvature equation $(2.3)$ has a unique solution $V \in G$ of a fixed rank
up to a constant multiplier. Then, there is a constant \( \gamma \) such that

\[
\frac{\delta}{\delta u} \int \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) dx = \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^\gamma \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) \tag{2.8}
\]

holds for any solution \( V \in G \) of (2.3), being homogeneous in rank.

Proof: Let us begin with the functional \( \mathcal{W} \) defined by (2.5). In order to compute the variational derivative of \( \mathcal{W} \) with respect to the potential \( u \), we require the following constrained conditions on \( \mathcal{W} \):

\[
\nabla_\gamma \mathcal{W} = U_\gamma - \Lambda_\gamma + [U, \Lambda] = 0, \tag{2.9}
\]

\[
\nabla_\Lambda \mathcal{W} = V_\Lambda - [U, V] = 0, \tag{2.10}
\]

which determine \( V \) and \( \Lambda \). The two conditions also imply that \( V \) and \( \Lambda \) are related to \( U \), and thus, they are related to the potential \( u \).

Based on (2.10), we have

\[
\frac{\delta}{\delta u} \int \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) dx = \frac{\delta \mathcal{W}}{\delta u}, \tag{2.11}
\]

where \( \delta/\delta u \) is the variational derivative with respect to the potential \( u \). Noting both the above constrained conditions [(2.9) and (2.10)] and the property that if \( \nabla_\gamma \mathcal{R}(a) = 0 \), then \( (\delta/\delta u) \mathcal{R}(a(u)) = 0 \), we know that only the dependence of \( u \) in \( U \) (but not in \( V \) and \( \Lambda \)) needs to be considered in computing \( \delta \mathcal{W}/\delta u \). Thus, based on the invariance property (1.11), we have

\[
\frac{\delta}{\delta u} \int \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) dx = \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) + \text{str}(\text{ad}_{[\Lambda, V]} \text{ad}_{U,\Lambda}). \tag{2.12}
\]

On the other hand, using (2.9) and (2.10), and the Jacobi identity, we have

\[
[\Lambda, V]_\gamma = [\Lambda, V] + [\Lambda, V] = [U_\gamma + [U, \Lambda], V] + [\Lambda, [V, U]] = [U_\gamma, V] + [\Lambda, [V, U]] + [\Lambda, [V, U]] = [U_\gamma, V] + [U, [\Lambda, V]], \tag{2.13}
\]

and from (2.10), we have

\[
V_{\Lambda, U} = V_{\Lambda, U} = [U_\gamma, V] + [U, V]. \tag{2.14}
\]

Therefore, \( Z := [\Lambda, V] - V_\Lambda \) satisfies \( Z = [U, Z] \). Now, based on the uniqueness condition in (2.4) and \( \text{rank}(Z) = \text{rank}(V_\Lambda) = \text{rank}((1/\lambda)V) \), there exists a constant \( \gamma \) such that

\[
[\Lambda, V] - V_\Lambda = \frac{\gamma}{\lambda} V, \tag{2.15}
\]

because \((1/\lambda)V\) is a solution to (2.3).

Finally, (2.12) can be further computed as follows:

\[
\frac{\delta}{\delta u} \int \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) dx = \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) + \text{str}(\text{ad}_{V, \Lambda} \text{ad}_{U,\Lambda}) + \frac{\gamma}{\lambda} \text{str}(\text{ad}_V \text{ad}_{U,\Lambda})
\]

\[
= \frac{\partial}{\partial \lambda} \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) + \left( \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^\gamma \right) \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}) - \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^\gamma \text{str}(\text{ad}_V \text{ad}_{U,\Lambda}). \tag{2.16}
\]

This completes the proof of the theorem. \( \square \)
B. An expression for the constant $\gamma$

Let us now consider how to compute the constant $\gamma$ through the solution $V$ to the stationary zero curvature equation.

**Theorem 2.2:** Let $V$ be a solution to the stationary zero curvature equation (2.3). Then we have

$$
\frac{d}{dx}\text{str}([\text{ad}_{V}^{m}\text{ad}_{V}^{m}]) = 0, \quad m \geq 1.
$$

(2.17)

**Proof:** Noting that $V = [U, V]$ leads to

$$(V^{m})_{x} = [U, V^{m}], \quad m \geq 1,$$

and thus,

$$\text{ad}_{V^{m}} = [\text{ad}_{U}, \text{ad}_{V^{m}}], \quad m \geq 1,$$

it then follows from the symmetric property (1.10) and the invariance property under Lie bracket, (1.11), that

$$\frac{d}{dx}\text{str}([\text{ad}_{V}^{m}\text{ad}_{V}^{m}]) = 2\text{str}\left(\frac{d}{dx}\text{ad}_{V^{m}}\right)\text{ad}_{V^{m}} = 2\text{str}([\text{ad}_{U}, \text{ad}_{V^{m}}]\text{ad}_{V^{m}}) = 2\text{str}([\text{ad}_{V^{m}}\text{ad}_{V^{m}}]) = 0,$$

where $m \geq 1$. This proves the theorem. \(\square\)

By (2.17), $\text{str}([\text{ad}_{V}\text{ad}_{V}])$ is independent of the space variable $x$.

**Theorem 2.3:** Let $V$ be a solution to the stationary zero curvature equation (2.3). Then the constant $\gamma$ in the supertrace identity (2.8) is given by

$$
\gamma = -\frac{\lambda}{2}\frac{d}{d\lambda}\ln|\text{str}([\text{ad}_{V}\text{ad}_{V}])|,
$$

(2.18)

if $\text{str}([\text{ad}_{V}\text{ad}_{V}]) \neq 0$.

**Proof:** Differentiating $\text{str}([\text{ad}_{V}\text{ad}_{V}])$ with respect to $\lambda$ and using (2.15) engenders

$$
\frac{d}{d\lambda}\text{str}([\text{ad}_{V}\text{ad}_{V}]) = 2\text{str}([\text{ad}_{V}\text{ad}_{V}]) = 2\text{str}(\text{ad}_{[\lambda, V]} - (\gamma \lambda) V \text{ad}_{V}) = 2\text{str}(\text{ad}_{[\lambda, V]} \text{ad}_{V}) - \frac{2\gamma}{\lambda}\text{str}([\text{ad}_{V}\text{ad}_{V}]) = -\frac{2\gamma}{\lambda}\text{str}([\text{ad}_{V}\text{ad}_{V}]).
$$

This implies that (2.18) holds. \(\square\)

**III. APPLICATIONS**

We take the Lie superalgebra $B(0,1)$ given by

$$
g = g_{0}E_{0} + g_{1}E_{1} + g_{2}E_{2} + g_{3}E_{3} + g_{4}E_{4} = \begin{pmatrix} g_{0} & g_{1} & g_{3} \\ g_{2} & g_{0} & g_{4} \\ g_{4} & g_{3} & 0 \end{pmatrix}, \quad g_{i} \in \mathcal{A}, \quad 0 \leq i \leq 4,
$$

(3.1)

where $\mathcal{A}$ is a commutative superalgebra over $\mathbb{R}$ or $\mathbb{C}$, $g_{0}, g_{1}, g_{2}$ are even, and $g_{3}, g_{4}$ are odd.\(^{17,18}\)

The generators of the Lie superalgebra $B(0,1)$, $E_{i}$, $0 \leq i \leq 4$, satisfy the following commutation relations:

$$
[E_{0}, E_{1}] = 2E_{1}, \quad [E_{0}, E_{2}] = -2E_{2}, \quad [E_{1}, E_{2}] = E_{0},
$$
\[ [E_0, E_3] = E_3, \quad [E_0, E_4] = -E_4, \quad [E_1, E_3] = 0, \]
\[ [E_1, E_4] = E_3, \quad [E_2, E_3] = E_4, \quad [E_2, E_4] = 0, \]
\[ [E_3, E_4,] = E_0, \quad [E_3, E_5] = -2E_1, \quad [E_4, E_5] = 2E_2, \]

where \( E_0, E_1, E_2 \) are even and \( E_3, E_4 \) are odd, and \([\cdot, \cdot]_\text{c} \) and \([\cdot, \cdot]_\text{a}\) denote the commutator and the anticommutator, respectively. The loop superalgebra

\[ G = \tilde{B}(0,1) = B(0,1) \otimes \mathbb{C}[\lambda, \lambda^{-1}] \text{ or } B(0,1) \otimes \mathbb{R}[\lambda, \lambda^{-1}] \]

will be our starting Lie superalgebra.

It is direct to compute that

\[
\text{ad}_a = \begin{bmatrix}
  0 & -a_2 & a_1 & a_4 & a_3 \\
  -2a_1 & 2a_0 & 0 & -2a_3 & 0 \\
  2a_2 & 0 & -2a_0 & 0 & 2a_4 \\
  -a_3 & -a_4 & 0 & a_0 & a_1 \\
  a_4 & 0 & -a_3 & a_2 & -a_0
\end{bmatrix}
\]

for \( a = a_0 E_0 + a_1 E_1 + a_2 E_2 + a_3 E_3 + a_4 E_4 \in \tilde{B}(0,1) \), where \( \text{ad}_a \) is defined by (1.12). Therefore, if we define the compact supertrace

\[ \text{str}(c) = c_{11} + c_{22} - c_{33}, \quad c = ab, \quad a, b \in \tilde{B}(0,1), \quad (3.2) \]

where \( c = (c_{ij})_{3 \times 3} \) and \( ab \) is the matrix product of \( a \) and \( b \), then the Killing form on \( \tilde{B}(0,1) \) can be computed as follows:

\[ \text{str}(\text{ad}_a \, \text{ad}_b) = 3 \text{str}(ab), \quad a, b \in \tilde{B}(0,1), \quad (3.3) \]

where the supertrace is defined by

\[ \text{str}(P) = p_{11} + p_{22} + p_{33} - p_{44} - p_{55} \quad \text{if } P = (p_{ij})_{5 \times 5}. \quad (3.4) \]

For other Lie superalgebras, an identity similar to (3.3) can be obtained (see, for example, Ref. 18).

**A. The super-AKNS soliton hierarchy**

1. **The super-AKNS hierarchy**

   The super-AKNS spectral problem associated with \( \tilde{B}(0,1) \) is given by

\[
\phi_s = U \phi, \quad U = \begin{bmatrix}
  \lambda & r & \alpha \\
  s & -\lambda & \beta \\
  -\alpha & 0 & \beta
\end{bmatrix}, \quad u = \begin{bmatrix}
  r \\
  s \\
  \alpha
\end{bmatrix}, \quad (3.5)
\]

where \( \lambda \) is the spectral parameter, \( r \) and \( s \) are commuting variables, and \( \alpha \) and \( \beta \) are anticommuting variables.\(^{19}\) When the anticommuting variables, \( \alpha \) and \( \beta \), are taken as zero, the above super-spectral problem reduces to the classical AKNS spectral problem.\(^{20}\)

As in Refs. 21 and 22, let us try to find the following solution to the stationary zero curvature equation (2.3):
\[ V = \begin{bmatrix} A & B & \rho \\ C & -A & \sigma \\ \sigma & -\rho & 0 \end{bmatrix} = \sum_{i=0}^{\infty} V_i \lambda^{-i} = \sum_{i=0}^{\infty} \begin{bmatrix} A_i & B_i & \rho_i \\ C_i & -A_i & \sigma_i \\ \sigma_i - \rho_i & 0 \end{bmatrix} \lambda^{-i}, \quad (3.6) \]

where \( A_i, B_i, C_i \) are commuting fields, and \( \rho_i, \sigma_i \) are anticommuting fields. Then, (2.3) is equivalent to

\[
\begin{align*}
A_i &= rC - sB + \alpha \sigma - \rho \beta, \\
B_i &= 2\lambda B - 2rA - 2\alpha \rho, \\
C_i &= -2\lambda C + 2sA + 2\beta \sigma, \\
\rho_i &= \lambda \rho + \alpha \sigma - \alpha \beta, \\
\sigma_i &= -\lambda \sigma + \beta A - \sigma B + \beta \sigma.
\end{align*}
\]

Upon choosing the initial data:

\[ A_0 = 1, \quad B_0 = C_0 = \rho_0 = \sigma_0 = 0, \]

we see that the above relations generate

\[
\begin{align*}
B_{i+1} &= \frac{1}{2}B_{i,x} + rA_i + \alpha \rho_i, \\
C_{i+1} &= -\frac{1}{2}C_{i,x} + sA_i + \beta \sigma_i, \\
\rho_{i+1} &= \rho_{i,x} - \sigma_i + \alpha A_i + \beta B_i, \\
\sigma_{i+1} &= -\sigma_{i,x} + \beta A_i - \alpha C_i + \sigma_i.
\end{align*}
\]

\[ A_{i+1,x} = rC_{i+1} - sB_{i+1} + \alpha \sigma_{i+1} - \rho_{i+1} \beta, \]

where \( i \geq 0 \). Assume that the constants of integration are selected to be zero. Then, the recursion relations in (3.7) uniquely define a series of sets of differential polynomial functions in \( u \) with respect to \( x \). The first three sets are as follows:

\[
\begin{align*}
B_1 &= r, \quad C_1 = s, \quad \rho_1 = \alpha, \quad \sigma_1 = \beta, \quad A_1 = 0; \\
B_2 &= \frac{1}{2}r_x, \quad C_2 = -\frac{1}{2}s_x, \quad \rho_2 = \alpha_x, \quad \sigma_2 = -\beta_x, \quad A_2 = -\frac{1}{2}rs - \alpha \beta; \\
B_3 &= \frac{1}{2}r_{xx} - \frac{1}{2}r^2 - r \alpha \beta + \alpha \alpha_x, \quad C_3 = \frac{1}{2}s_{xx} - \frac{1}{2}r^2 - s \alpha \beta - \beta \beta_x; \\
\rho_3 &= \alpha_x + r \beta_x + \frac{1}{2}r_s \beta - \frac{1}{2}r s \alpha, \quad \sigma_3 = \beta_x + s \alpha_x + \frac{1}{2}s \alpha - \frac{1}{2}r s \beta; \\
A_3 &= \frac{1}{2}(r \alpha_x - r, s) + (\alpha \beta_x - \alpha_x \beta).
\end{align*}
\]

The compatibility conditions of the matrix spectral problems

\[
\phi_x = U \phi, \quad \phi_{im} = V^{[m]} \phi, \quad V^{[m]} = (\lambda^m V)_x, \quad m \geq 0, \quad (3.8)
\]

determine the super-AKNS soliton hierarchy:
Comparing the coefficients of the first nonlinear supersystem of which is as follows:

\[ r_{z_2} = -\frac{1}{2} r_{xx} + r^2 s + 2x \alpha \beta - 2 \alpha \beta, \]
\[ s_{z_2} = \frac{1}{2} s_{xx} - rs^2 - 2s \alpha \beta - 2 \beta \alpha, \]
\[ \alpha_{z_2} = - \alpha_{xx} - r \beta - \frac{1}{2} r_s \beta + \frac{1}{2} rs \alpha, \]
\[ \beta_{z_2} = \beta_{xx} + s \alpha_x + \frac{1}{2} s \alpha \alpha - \frac{1}{2} rs \beta. \]

From the recursion relations in (3.7), we know that the hereditary recursion operator \( \Phi \) of the super-AKNS hierarchy reads

\[
\Phi = \begin{bmatrix}
\frac{1}{2} \partial - r \partial^{-1} s & -r \partial^{-1} r & 2r \partial^{-1} \beta + 2 \alpha & -2r \partial^{-1} \alpha \\
-\frac{1}{2} \partial + s \partial^{-1} r & \frac{1}{2} s \partial^{-1} + r \partial^{-1} s & -2s \partial^{-1} \beta & 2s \partial^{-1} \alpha + 2 \beta \\
-\frac{1}{2} \alpha \partial^{-1} s + \frac{1}{2} \beta & -\frac{1}{2} - \frac{1}{2} s \partial^{-1} s & \partial  + \alpha \partial^{-1} \beta & r - \alpha \partial^{-1} \alpha \\
\frac{1}{2} \beta \partial^{-1} s & \frac{1}{2} - \beta \partial^{-1} r - \frac{1}{2} \alpha & - \beta \partial^{-1} \beta - s & - \partial + \beta \partial^{-1} \alpha
\end{bmatrix}.
\]

2. Super-Hamiltonian structures of the super-AKNS hierarchy

Let us now apply the supertrace identity (2.8) to construct super-Hamiltonian structures for the super-AKNS soliton hierarchy (3.9).

Noting \( \text{ad}_{U_i} = \partial_z \text{ad}_{U} \) and using (3.3), we have

\[ \text{str(ad}_\psi \text{ad}_{U,\lambda}) = 6A, \]
\[ \text{str(ad}_\psi \text{ad}_{\partial U/\partial \alpha}) = 3C, \quad \text{str(ad}_\psi \text{ad}_{\partial U/\partial \beta}) = 3B, \]
\[ \text{str(ad}_\psi \text{ad}_{\partial U/\partial \rho}) = -6 \sigma, \quad \text{str(ad}_\psi \text{ad}_{\partial U/\partial \gamma}) = 6 \rho. \]

For example, we can compute that

\[ \text{str(ad}_\psi \text{ad}_{U,\lambda}) = 3 \text{str}(VU_\lambda) = 3 \text{str} \left[ \begin{bmatrix} A & B & \rho \\ C & -A & \sigma \\ \sigma & -\rho & 0 \end{bmatrix} \right] = 3 \text{str} \left[ \begin{bmatrix} A & -B & 0 \\ C & A & 0 \\ \sigma & \rho & 0 \end{bmatrix} \right] = 3(2A) = 6A. \]

Then, an application of the supertrace identity (2.8) gives rise to

\[
\frac{\delta}{\delta u} \int 2A dx = \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^\gamma (C, B, -2 \sigma, 2 \rho)^T.
\]

Comparing the coefficients of \( \lambda^{-m-1} \), this identity equivalently yields

\[
\frac{\delta}{\delta u} \int 2A_{m+1} dx = (-m + \gamma)(C_m B_m, -2 \sigma_m, 2 \rho_m)^T, \quad m \geq 0.
\]

Since \( \text{str(ad}_\psi \text{ad}_{U}) = 6 \), we know the constant \( \gamma = 0 \) by Theorem 2.3. Therefore, we obtain
\[
\frac{\delta}{\delta u} \int \frac{2A_{m+1}}{m} dx = (-C_m, -B_m, 2\alpha_m, -2\rho_m)^T, \quad m \geq 1.
\]

It then follows that the super-AKNS soliton hierarchy (3.9) possesses the following super-Hamiltonian structure:

\[ u_m = K_m = J \frac{\delta \mathcal{H}_m}{\delta u}, \quad m \geq 0, \quad (3.12) \]

where the super-Hamiltonian operator \( J \) and the Hamiltonian functional \( \mathcal{H}_m \) are given by

\[
J = \begin{bmatrix}
0 & 2 & 0 & 0 \\
-2 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/2 \\
0 & 0 & 1/2 & 0 \\
\end{bmatrix}, \quad \mathcal{H}_m = \int \frac{2A_{m+1}}{m+1} dx, \quad m \geq 0. \quad (3.13)
\]

Now obviously, this super-AKNS soliton hierarchy has the following super-bi-Hamiltonian structure:

\[ u_m = K_m = J \frac{\delta \mathcal{H}_m}{\delta u} = M \frac{\delta \mathcal{H}_{m-1}}{\delta u}, \quad m \geq 1, \quad (3.14) \]

where the second compatible super-Hamiltonian operator reads

\[
M = \Phi J = \begin{bmatrix}
2r\sigma^{-1}r & \sigma - 2r\sigma^{-1}s & -r\sigma^{-1}\alpha & r\sigma^{-1}\beta + \alpha \\
\sigma - 2s\sigma^{-1}r & 2s\sigma^{-1}s & s\sigma^{-1}\alpha + \beta & -s\sigma^{-1}\beta \\
r\alpha\sigma^{-1}r & -\alpha\sigma^{-1}s + \beta & 1/2r - 1/2\alpha\sigma^{-1}\alpha & 1/2\sigma + 1/2\alpha\sigma^{-1}\beta \\
-\beta\sigma^{-1}r + \alpha & \beta\sigma^{-1}s & -1/2\sigma + 1/2\beta\sigma^{-1}\alpha & -1/2\beta\sigma^{-1}\beta - 1/2s \\
\end{bmatrix}. \quad (3.15)
\]

This super-bi-Hamiltonian structure also implies that each super-AKNS system in the hierarchy (3.9) possesses infinitely many commuting conserved quantities \( \{\mathcal{H}_n\}_{n=0}^\infty \) and infinitely many commuting symmetries \( \{K_n\}_{n=0}^\infty \).

**B. The super-Dirac soliton hierarchy**

**1. The super-Dirac hierarchy**

Let us take a super-Dirac spectral problem associated with \( \tilde{B}(0,1) \):

\[
\phi_x = U\phi, \quad U = \begin{bmatrix}
 r & \lambda + s & \alpha \\
-\lambda + s & -r & \beta \\
-\beta & \alpha & 0 \\
\end{bmatrix}, \quad u = \begin{bmatrix}
 r \\
 s \\
\alpha \\
\beta \\
\end{bmatrix}. \quad (3.16)
\]

where \( \lambda \) is the spectral parameter, \( r \) and \( s \) are commuting variables, and \( \alpha \) and \( \beta \) are anticommuting variables. Similarly, when the anticommuting variables, \( \alpha \) and \( \beta \), are chosen as zero, the above superspectral problem reduces to the classical Dirac spectral problem (see, for example, Refs. 23 and 24).

Let us start to find the following solution to the stationary zero curvature equation (2.3):
where \( A_i, B_i, C_i \) are commuting fields, and \( \rho_i, \sigma_i \) are anticommuting fields. Then, (2.3) is equivalent to

\[
A_x = - 2\lambda C + 2rB - \alpha \rho + \beta \sigma,
\]

\[
B_x = 2rA - 2sC - \alpha \rho - \beta \sigma,
\]

\[
C_x = 2\lambda A - 2sB + \alpha \sigma + \beta \rho,
\]

\[
\rho_x = - \beta (A + B) - \alpha C + (\lambda + s) \sigma + r \rho,
\]

\[
\sigma_x = (\lambda + s) \rho - r \sigma - \alpha (A - B) + \beta C.
\]

Upon choosing the initial data:

\( B_0 = 1, \quad A_0 = C_0 = \rho_0 = \sigma_0 = 0, \)

we see that the above relations yield

\[
A_{i+1} = \frac{1}{2} C_{ix} + sB_i - \frac{1}{2} \alpha \sigma_i - \frac{1}{2} \beta \rho_i,
\]

\[
C_{i+1} = - \frac{1}{2} A_{ix} + rB_i - \frac{1}{2} \alpha \rho_i + \frac{1}{2} \beta \sigma_i,
\]

\[
\rho_{i+1} = - \sigma_{ix} - r \sigma_i + s \rho_i - \alpha (A_i - B_i) + \beta C_i,
\]

\[
\sigma_{i+1} = \rho_{ix} - r \rho_i - s \sigma_i + \beta (A_i + B_i) + \alpha C_i,
\]

\[
B_{i+1} = 2rA_{i+1} - 2sC_{i+1} - \alpha \rho_{i+1} - \beta \sigma_{i+1},
\]

where \( i \geq 0 \). Assume that the constants of integration are selected to be zero. Then, the recursion relations in (3.18) uniquely determine a series of sets of differential polynomial functions in \( u \) with respect to \( x \). The first three sets read

\[
A_1 = s, \quad C_1 = r, \quad \rho_1 = \alpha, \quad \sigma_1 = \beta, \quad B_1 = 0;
\]

\[
A_2 = \frac{1}{2} r x, \quad C_2 = - \frac{1}{2} s x, \quad \rho_2 = - \beta x, \quad \sigma_2 = \alpha x, \quad B_2 = \frac{1}{2} (r^2 + s^2) + \alpha \beta;
\]

\[
A_3 = - \frac{1}{2} s x + \frac{1}{2} (r^2 + s^2) s + s \alpha \beta - \frac{1}{2} \alpha \alpha x + \frac{1}{2} \beta \beta x;
\]

\[
C_3 = - \frac{1}{2} r x + \frac{1}{2} (r^2 + s^2) r + r \alpha \beta + \frac{1}{2} \alpha \beta x - \frac{1}{2} \alpha \beta x;
\]

\[
\rho_3 = - \alpha x - r \alpha x - s \beta x - \frac{1}{2} r x \alpha - \frac{1}{2} s x \beta + \frac{1}{2} (r^2 + s^2) \alpha;
\]

\[
\sigma_3 = - \beta x + r \beta x - s \alpha x + \frac{1}{2} r x \beta - \frac{1}{2} s x \alpha + \frac{1}{2} (r^2 + s^2) \beta;
\]

\[
B_3 = - \frac{1}{2} (r x - r s) + \alpha \alpha x + \beta \beta x.
\]
Evidently, the compatibility conditions of the matrix spectral problems:

$$\phi_x = U\phi, \quad \phi_m = V[m]\phi, \quad V[m] = (\lambda^m V)_+, \quad m \gg 0,$$

(3.19)
determine the super-Dirac soliton hierarchy:

$$u_{mn} = K_m = (-2A_{m+1}, 2C_{m+1}, -\sigma_{m+1}, \rho_{m+1})^T, \quad m \gg 0,$$

(3.20)
the first nonlinear supersystem of which is given by

$$r_{12} = \frac{1}{2} \alpha_{xx} - (r^2 + s^2) \alpha - 2s \alpha \beta + a \alpha \alpha - \beta \alpha,$$

$$s_{12} = -\frac{1}{2} r_{xx} + r(r^2 + s^2) + 2r \alpha \beta + \alpha \beta - \alpha \beta,$$

$$\alpha_{12} = \beta_{xx} - r \beta_x + s \alpha_x - \frac{1}{2} r \alpha \beta + \frac{1}{2} s \alpha - \frac{1}{2} (r^2 + s^2) \beta,$$

$$\beta_{12} = -\alpha_{xx} - r \alpha_x - s \beta_x - \frac{1}{2} q_{xx} - \frac{1}{2} r \beta_x + \frac{1}{2} (r^2 + s^2) \alpha.$$  

From the recursion relations in (3.18), we know that the hereditary recursion operator \(\Phi\) of the super-Dirac hierarchy reads

$$\Phi = \begin{bmatrix} 2s \partial^{-1} r & -\frac{1}{2} \partial + 2s \partial^{-1} \partial s & -2s \partial^{-1} \partial \beta - \partial \alpha & -2s \partial^{-1} \partial \alpha + \beta \\ \frac{1}{2} \partial - 2r \partial^{-1} r & -2r \partial^{-1} s & 2r \partial^{-1} \partial \beta - \beta & -2r \partial^{-1} \partial \alpha - \alpha \\ \beta \partial^{-1} r + \frac{1}{2} \beta & \beta \partial^{-1} s & -\frac{1}{2} \partial \alpha - \beta \partial^{-1} \beta - \partial s & -\partial + \beta \partial^{-1} \alpha + \partial \\ -\alpha \partial^{-1} r + \frac{1}{2} \alpha & -\alpha \partial^{-1} s & \partial + \alpha \partial^{-1} \beta - \alpha \partial^{-1} \alpha + r & -\alpha \partial^{-1} \alpha + \alpha \partial^{-1} s \end{bmatrix}.$$  

(3.22)

2. Super-Hamiltonian structures of the super-Dirac hierarchy

Let us now apply the supertrace identity (2.8) to construct super-Hamiltonian structures for the super-Dirac soliton hierarchy (3.20).

Similarly, noting \(\text{ad}_{U^1} = \partial_\alpha \text{ad}_U\) and using (3.3), we have

$$\text{str}(\text{ad}_V \text{ad}_{U^1}) = -6B,$$

$$\text{str}(\text{ad}_V \text{ad}_{\text{ad}_{U^1} \text{ad}_U}) = 6C, \quad \text{str}(\text{ad}_V \text{ad}_{\text{ad}_{U^1} \text{ad}_U}) = 6A,$$

$$\text{str}(\text{ad}_V \text{ad}_{\text{ad}_{U^1} \text{ad}_U}) = -6\sigma, \quad \text{str}(\text{ad}_V \text{ad}_{\text{ad}_{U^1} \text{ad}_U}) = 6\rho.$$  

For example, we can compute that

$$\text{str}(\text{ad}_V \text{ad}_{U^1}) = 3 \text{str}(VU^1) = 3 \text{str} \left[ \begin{array}{ccc} C & A + B & \rho \\ A - B & -C & \sigma \\ \sigma & -\rho & 0 \end{array} \right] = 3 \text{str} \left[ \begin{array}{ccc} -1 & 0 & 0 \\ 0 & C & A - B \\ 0 & \rho & \sigma \end{array} \right] = 3(-2B) = -6B.$$  

Then, an application of the supertrace identity (2.8) gives rise to

$$\frac{\delta}{\delta t} \int (-B) dx = \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^{\gamma}(C, A, -\sigma, \rho)^T.$$

Comparing the coefficients of \(\lambda^{-m-1}\), this identity equivalently leads to
aligned at

\[ \frac{\delta}{\delta t} \int (-B_{m+1})dx = (-m + \gamma)(C_m, A_m - \sigma_m, \rho_m)^T, \quad m \geq 0. \]

Since \( \text{str}(\text{ad}_\gamma \text{ad}_\rho) = -6 \), we know from Theorem 2.3 that the constant \( \gamma \) is zero. Therefore, we arrive at

\[ \frac{\delta}{\delta t} \int \frac{B_{m+1}}{m}dx = (C_m, A_m - \sigma_m, \rho_m)^T, \quad m \geq 1. \]

It then follows that the super-Dirac soliton hierarchy (3.20) possesses the following super-Hamiltonian structure:

\[ u_m = K_m = J \frac{\delta \mathcal{H}_m}{\delta t}, \quad m \geq 0, \tag{3.23} \]

where the super-Hamiltonian operator \( J \) and the Hamiltonian functional \( \mathcal{H}_m \) are defined by

\[ J = \begin{bmatrix} 0 & -2 & 0 & 0 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad \mathcal{H}_m = \int \frac{B_{m+1}}{m+1}dx, \quad m \geq 0. \tag{3.24} \]

Now similarly, this super-Dirac soliton hierarchy has the following super-bi-Hamiltonian structure:

\[ u_m = K_m = J \frac{\delta \mathcal{H}_m}{\delta t} = M \frac{\delta \mathcal{H}_{m-1}}{\delta t}, \quad m \geq 1, \tag{3.25} \]

where the second compatible super-Hamiltonian operator reads

\[ M = \Phi J = \begin{bmatrix} -\alpha + 4s\sigma^{-1}s & -4s\sigma^{-1}r & -2s\sigma^{-1} \beta - \alpha & 2s\sigma^{-1} \alpha + \beta \\ -4r\sigma^{-1}s & -\alpha + 4r\sigma^{-1}r & 2r\sigma^{-1} \beta - \alpha & -2r\sigma^{-1} \alpha - \alpha \\ 2\beta \sigma^{-1}s - \alpha & -2 \beta \sigma^{-1}r - \beta & -\beta \sigma^{-1} \beta - s & -\alpha + \beta \sigma^{-1} \alpha + r \\ -2 \alpha \sigma^{-1}s + \beta & 2 \alpha \sigma^{-1}r - \alpha \beta + \alpha \sigma^{-1} \beta + r & -\alpha \sigma^{-1} \alpha + s \end{bmatrix}. \tag{3.26} \]

It now follows from this super-bi-Hamiltonian structure that each super-Dirac system in the hierarchy (3.20) possesses infinitely many commuting conserved quantities \( \{\mathcal{H}_n\}_{n=0}^\infty \) and infinitely many commuting symmetries \( \{K_n\}_{n=0}^\infty \).

**IV. CONCLUDING REMARKS**

The supertrace identity has been established for zero curvature equations associated with Lie superalgebras with nondegenerate Killing forms. It can be used to construct super-Hamiltonian structures of supersoliton equations. Two applications in the case of the Lie superalgebra \( B(0,1) \) present the super-bi-Hamiltonian structures for the super-AKNS and Dirac soliton hierarchies.

The supertrace identity provides a tool for us to construct super-Hamiltonian structures, based on zero curvature equations. It shows us that there is always a bridge to go between superspectral problems and super-Hamiltonian structures, if the spectral matrix \( U \) is well selected. The supertrace identity was also mentioned without proof in Ref. [25] and applied in Refs. [21] and [25]. We presented here a proof of the supertrace identity with an explicit expression for computing the constant \( \gamma \) appearing in the identity and illustrated by two examples how to generate super-Hamiltonian structures. Our construction of superintegrable systems can be also applied to other soliton hierarchies, [26–28] and the supertrace identity can be used to generate their corresponding...
super-Hamiltonian structures. A more general variational identity, which could be applied to supersymmetric integrable systems, e.g., fully supersymmetric KdV and AKNS hierarchies, should be more interesting.

There is a question to us related to the supertrace identity. In the expression for the constant \( \gamma \), we required the condition \( \text{str}(\text{ad}_V \text{ad}_U) \neq 0 \). Is there any general expression for the constant \( \gamma \) that works for all cases even if \( \text{str}(\text{ad}_V \text{ad}_U) = 0 \)? It seems that we should find another way to express the constant \( \gamma \) while \( \text{str}(\text{ad}_V \text{ad}_U) = 0 \).

There are other interesting questions. For example, how can one construct Darboux transformations for the super-AKNS and Dirac hierarchies? Do there exist any Darboux matrices similar to the constant \( \gamma \)?
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