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Through symbolic computation with Maple, a class of lump solutions, rationally localized in all directions 
in the space, to the (2+1)-dimensional Kadomtsev–Petviashvili (KP) equation is presented, making use of 
its Hirota bilinear form. The resulting lump solutions contain six free parameters, two of which are due to 
the translation invariance of the KP equation and the other four of which satisfy a non-zero determinant 
condition guaranteeing analyticity and rational localization of the solutions. Three contour plots with 
different determinant values are sequentially made to show that the corresponding lump solution tends 
to zero when the determinant approaches zero. Two particular lump solutions with specific values of the 
involved parameters are plotted, as illustrative examples.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

In mathematical physics, the Kadomtsev–Petviashvili (KP) equa-
tion, named after Boris B. Kadomtsev and Vladimir I. Petviashvili, 
is a partial differential equation that describes nonlinear wave mo-
tion [1]. The KP equation is usually written as

PKP(u) := (ut + 6uux + uxxx)x − σu yy = 0, σ = ±1, (1.1)

which is classified as the KPI equation when σ = 1 and the KPII 
equation when σ = −1. The equation can be applied to physics 
as a way to model water waves of long wavelengths with weakly 
non-linear restoring forces and frequency dispersion. It is a two-
dimensional generalization of the one-dimensional Korteweg–de 
Vries (KdV) equation

ut + 6uux + uxxx = 0. (1.2)

Like the KdV equation, the KP equation is completely integrable, 
i.e., the solution to its Cauchy problem can be determined en-
tirely by quadrature [2]. The equation can also be solved using the 
inverse scattering transform much like the nonlinear Schrödinger 
equation [3].

It is known that all integrable equations possess soliton so-
lutions – exponentially localized solutions in certain directions. 
Hirota bilinear forms [4] play an important role in presenting 
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soliton solutions, though some intelligent guesswork is often nec-
essary [5]. In contrast to soliton solutions, lump solutions are a 
kind of rational function solutions, localized in all directions in the 
space. General rational function solutions were presented for the 
KdV equation, the Boussinesq equation and the Toda lattice equa-
tion (see, e.g., [6–8]), systematically through the Wronskian and 
Casoratian determinant techniques for integrable equations [9,10]. 
The idea of adopting rational functions was also used to establish 
a powerful approach to exact traveling wave solutions [11]. The 
Adomian decomposition method was adopted to derive exact se-
ries solutions converging to rational solutions for the KdV equation 
[12], and bilinear Bäcklund transformations were used to construct 
rational solutions to (3 + 1)-dimensional generalized KP equations 
(see, e.g., [13]). Particular examples of lump solutions are found 
for many integrable equations such as the KPI equation [14–16], 
the three-dimensional three-wave resonant interaction [17], the 
B-KP equation [18], the Davey–Stewartson-II equation [16] and the 
Ishimori-I equation [19]. It is natural and interesting to search for 
lump solutions to nonlinear partial differential equations, taking 
advantage of Hirota bilinear forms.

In this paper, we would like to focus on the (2 + 1)-dimensional 
KPI equation and present a general class of lump solutions by 
symbolic computation with Maple. The (2 + 1)-dimensional KPI 
equation has a Hirota bilinear form, and so, we will do a search 
for positive quadratic function solutions to the corresponding 
(2 + 1)-dimensional bilinear KPI equation. The obtained quadratic 
function solutions contain a set of six free parameters, and taking 
special choices of the involved parameters covers a particular class 
of lump solutions generated from computing long wave limits of 
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soliton solutions. Finally, a few concluding remarks will be given 
at the end of the paper.

2. Lump solutions to the KP equation

The (2 + 1)-dimensional KP equation (1.1) is a member of the 
KP soliton hierarchy [20]. Under the link between f and u:

u = 2(ln f )xx, (2.1)

it becomes the following Hirota bilinear equation:

BKP( f ) := (Dx Dt + D4
x − σ D2

y) f · f

= 2[ fxt f − ft fx + fxxxx f − 4 fxxx fx + 3 f 2
xx − σ( f yy f − f 2

y )],
σ = ±1, (2.2)

which is identified as the bilinear KPI equation when σ = 1 and 
the bilinear KPII equation when σ = −1. The transformation (2.1)
is also a characteristic one in establishing Bell polynomial theories 
of soliton equations [21,22], and the actual relation between the 
KP equation and the bilinear KP equation reads

PKP(u) =
[ BKP( f )

f 2

]
xx

. (2.3)

Therefore, if f solves the bilinear KP equation (2.2), then u =
2(ln f )xx will solve the KP equation (1.1).

To search for quadratic function solutions to the (2 + 1)-dimen-
sional bilinear KPI equation in (2.2), we begin with

f = g2 + h2 + a9, g = a1x + a2 y + a3t + a4,

h = a5x + a6 y + a7t + a8, (2.4)

where ai , 1 ≤ i ≤ 9, are real parameters to be determined. A sim-
pler form g2 + a5 does not generate analytic solutions, which are 
rationally localized in all directions in the space; and so, we start 
with (2.4). A direct Maple symbolic computation with f above 
generates the following set of constraining equations for the pa-
rameters:

{
a1 = a1, a2 = a2, a3 = a1a2

2 − a1a6
2 + 2 a2a5a6

a1
2 + a5

2
, a4 = a4,

a5 = a5, a6 = a6, a7 = 2 a1a2a6 − a2
2a5 + a5a6

2

a1
2 + a5

2
, a8 = a8,

a9 = 3(a1
2 + a5

2)3

(a1a6 − a2a5)2

}
, (2.5)

which needs to satisfy a determinant condition

� := a1a6 − a2a5 =
∣∣∣∣

a1 a2

a5 a6

∣∣∣∣ �= 0. (2.6)

This set leads to a class of positive quadratic function solutions to 
the bilinear KPI equation in (2.2):

f =
(

a1x + a2 y + a1a2
2 − a1a6

2 + 2 a2a5a6

a1
2 + a5

2
t + a4

)2

+
(

a5x + a6 y + 2 a1a2a6 − a2
2a5 + a5a6

2

a1
2 + a5

2
t + a8

)2

+ 3(a1
2 + a5

2)3

(a1a6 − a2a5)2
, (2.7)

and the resulting class of quadratic function solutions, in turn, 
yields a class of lump solutions to the (2 + 1)-dimensional KPI 
equation in (1.1) through the transformation (2.1):
u = 4(a2
1 + a2

5) f − 8(a1 g + a5h)2

f 2
, (2.8)

where the function f is defined by (2.7), and the functions of g
and h are given as follows:

g = a1x + a2 y + a1a2
2 − a1a6

2 + 2 a2a5a6

a1
2 + a5

2
t + a4, (2.9)

h = a5x + a6 y + 2 a1a2a6 − a2
2a5 + a5a6

2

a1
2 + a5

2
t + a8. (2.10)

In this class of lump solutions, all six involved parameters of a1, 
a2, a4, a5, a6, a8 are arbitrary provided that the solutions are well 
defined, i.e., if the determinant condition (2.6) is satisfied. That de-
terminant condition precisely means that two directions (a1, a2)

and (a5, a6) in the xy-plane are not parallel.
Note that the solutions in (2.8) are analytic in the xy-plane if 

and only if the parameter a9 > 0. The analyticity of the solutions 
in (2.8) is guaranteed if (2.6) holds. The condition (2.6) also leads 
to a2

1 + a2
5 �= 0, and so a9 > 0. It is readily observed that at any 

given time t , all the above lump solutions u → 0 if and only if 
the corresponding sum of squares g2 + h2 → ∞, or equivalently, 
x2 + y2 → ∞ due to (2.6). Therefore, the condition (2.6) guarantees 
both analyticity and localization of the solutions in (2.8). Actually, 
based on the above observation, we can see that the non-zero de-
terminant condition (2.6), the analyticity of the solutions in (2.8), 
and the localization of the solutions in (2.8) are equivalent to each 
other.

If we take a special choice for the parameters:

a1 = 1, a2 = a, a5 = 0, a6 = b, a4 = c, a8 = d, (2.11)

we get the following lump solutions:

u = 4
−[x + ay + (a2 − b2)t + c]2 + b2(y + 2at + d)2 + 3/b2

{[x + ay + (a2 − b2)t + c]2 + b2(y + 2at + d)2 + 3/b2}2
,

(2.12)

which reduce to the lump solutions in [14]:

u = 4
−[x + ay + (a2 − b2)t]2 + b2(y + 2at)2 + 3/b2

{[x + ay + (a2 − b2)t]2 + b2(y + 2at)2 + 3/b2}2
, (2.13)

under c = d = 0. If we further set a = P R and b = P I , this exactly 
gives the lump solutions presented in [16]. Here p = P R + i P I is 
the ratio of wave numbers on the y-axis and the x-axis. The lump 
solutions (2.13) are obtained from taking long wave limits of a 
2-soliton solution associated with p and p̄, p̄ being the conjugate 
of p (see [14,16] for details).

Two special pairs of positive quadratic function solutions and 
lump solutions with specific values of the parameters are given as 
follows. First, a selection of the parameters:

a1 = 1, a2 = 2, a4 = 0, a5 = 1, a6 = −1, a8 = 0, (2.14)

leads to

f = 25

2
t2 − 8 xt + 5 yt + 2 x2 + 2 xy + 5 y2 + 8

3
, (2.15)

u = −48 (21 t2 − 48 xt − 78 yt + 12 x2 + 12 xy − 24 y2 − 16)(
75 t2 − 48 xt + 30 yt + 12 x2 + 12 xy + 30 y2 + 16

)2
.

(2.16)

Second, another selection of the parameters:

a1 = 1, a2 = −2, a4 = 0, a5 = −2, a6 = 1, a8 = 0, (2.17)

yields
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Fig. 1. Profiles of (2.16) with t = 1: (a) density plot, (b) x-curves, (c) y-curves.

Fig. 2. Profiles of (2.19) with t = 1: (a) density plot, (b) x-curves, (c) y-curves.
f = 5 t2 + 14 xt

5
− 8 yt + 5 x2 − 8 xy + 5 y2 + 125

3
, (2.18)

u = 12 (1581 t2−1050 xt−1320 yt−1875 x2+3000 xy−525 y2+15 625)(
75 t2+42 xt−120 yt+75 x2−120 xy+75 y2+625

)2 . (2.19)

Their plots when t = 1 are depicted in Fig. 1 and Fig. 2, respec-
tively.

The solutions (2.16) and (2.19) have a dependence on the spa-
tial variable x in the second function h, but the solution (2.12)
does not. Generally, based on (2.8), we know that when the deter-
minant � in (2.6) tends to zero, the corresponding lump solution 
u by (2.8) tends to zero, too. Particularly, taking

a1 = 1, a2 = 1, a4 = 0, a5 = 1, a6 = 1 + ε, a8 = 0, (2.20)

which leads to � = ε, we obtain, from (2.8), the following lump 
solution

u = 16ε2 p(ε)

[q(ε)]2
, (2.21)

where
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

p(ε) = t2ε6 + 2t(2t + y)ε5 − 4(2t2 + 2tx + 3ty + xy + y2)ε3

− 4(t + x + y)2ε2 + 48,

q(ε) = t2ε6 + 2t(2t + y)ε5 + 2(2t + y)2ε4

+ 4(2t2 + 2tx + 3ty + xy + y2)ε3

+ 4(t + x + y)2ε2 + 48.

Obviously, the limit of this solution when ε approaches zero is 
zero. Fig. 3 displays the contour plots of the solution (2.21) when 
t = 1 with three different values of �.
3. Concluding remarks

Based on the Hirota formulation and by a Maple symbolic 
computation, we presented a class of lump solutions to the 
(2 + 1)-dimensional KPI equation in (1.1), and the analyticity and 
localization of the resulting solutions is guaranteed by a non-zero 
determinant condition. A sub-class of lump solutions under spe-
cial choices of the parameters involved covers the lump solutions 
previously presented by computing long wave limits of soliton so-
lutions [14,16]. Three contour plots with small determinant values 
were sequentially made to exhibit that the corresponding lump 
solution tends to zero when the determinant tends to zero. Two 
particular lump solutions with specific values of the parameters 
were also plotted. For the bilinear KPII equation in (2.2), we can 
obtain a class of quadratic function solutions similar to (2.7):

f =
(

a1x + a2 y − a1a2
2 − a1a6

2 + 2 a2a5a6

a1
2 + a5

2
t + a4

)2

+
(

a5x + a6 y − 2 a1a2a6 − a2
2a5 + a5a6

2

a1
2 + a5

2
t + a8

)2

− 3(a1
2 + a5

2)3

(a1a6 − a2a5)2
,

but none of them is, unfortunately, positive in the whole xy-space. 
Rational solutions to the KPII equation in (3 + 1)-dimensions are 
linked to the good Boussinesq equation by a transformation of de-
pendent variables [23].

There are other studies on lump solitons of the KP equation in 
the literature. Evolution of lump solitons and their generation from 
few-cycle input pulses were numerically simulated by Minzoni and 
Smyth [24] and by Leblond, Kremer and Mihalache [25], respec-
tively. Multiple lump solitons were characterized by the discrete 
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Fig. 3. Contour plots of (2.21) at t = 1 with (a) � = 0.3, (b) � = 0.2, (c) � = 0.1.
spectrum of the nonstationary Schrödinger equation, whose related 
eigenfunctions have multiple poles in the spectral parameter, via 
the inverse scattering transform [26]; and an algorithmic construc-
tion and classification of multiple lump solitons was made through 
truncated Painlevé expansions by Estévez and Prada [27]. More-
over, existence of lump solitons was proved for a kind of general-
ized KP equations by de Bouard and Saut [28], and lump solitons of 
the KP equation was carried over by Dimakis and Müller-Hoissen 
[29] to the pseudodual chiral model as a dispersionless limit of the 
matrix KP equation.

We point out that resonant solutions, in terms of exponential 
functions, to generalized bilinear and tri-linear differential equa-
tions have been systematically analyzed [30,31]. It would be very 
interesting to determine when there exist positive polynomial so-
lutions including quadratic function solutions to generalized bilin-
ear and tri-linear equations. This kind of polynomial solutions will 
generate lump solutions to the corresponding nonlinear equations 
through u = 2(ln f )x or u = 2(ln f )xx . Particularly, rogue wave so-
lutions could be generated as well in terms of positive polyno-
mial solutions. Rogue wave solutions, which draw a great deal 
of attention from mathematicians and physicists worldwide, are a 
particularly interesting class of lump-like solutions; and such solu-
tions, usually with rational function amplitudes, could be used to 
describe significant nonlinear wave phenomena in both oceanogra-
phy [32] and nonlinear optics [33].

For the KP equation, decreasing solutions depending rationally 
on the spatial variable x were identified with the Hamiltonian flow 
that arises in Moser’s theory of the Toda system [34], and non-
decreasing solutions being rational in the spatial variables x and 
y were linked to a generalized multi-particle Moser system [35]. 
There is also some direct search for rational solutions to nonlinear 
partial differential equations (see, e.g., [36,37] for the generalized 
KdV and KP equations), which can be transformed into general-
ized bilinear equations formulated in terms of generalized bilinear 
derivatives [38]. Multi-component and higher-order extensions of 
lump solutions exhibiting diverse soliton phenomena, particularly 
in (3+1)-dimensional cases and fully discrete cases, would be very 
interesting topics for future research.
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[34] I.M. Kričever, Funkc. Anal. Prilozh. 12 (1978) 76.
[35] A.P. Veselov, Usp. Mat. Nauk 35 (1980) 195.
[36] Y. Zhang, W.X. Ma, Appl. Math. Comput. 256 (2015) 252.
[37] Y.F. Zhang, W.X. Ma, Z. Naturforsch. A 70 (2015) 263.
[38] W.X. Ma, Stud. Nonlinear Sci. 2 (2011) 140.

http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4B61646F6D74736576502D53504431393730s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D756C6173652D414D31393834s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib41626C6F7769747A432D626F6F6B31393931s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib41626C6F7769747A432D626F6F6B31393931s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4869726F74612D626F6F6B32303034s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4869726F74612D626F6F6B32303034s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib436175647265792D505452534132303131s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib436175647265792D505452534132303131s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D61592D54414D5332303035s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D614C482D4E4132303039s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D61592D43534632303034s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib467265656D616E4E2D504C4131393833s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D44434449534132303039s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D44434449534132303039s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D614C2D43534632303039s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib57617A7761617A2D43534632303031s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D61412D414D4C32303132s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D616E616B6F765A424D2D504C4131393737s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D616E616B6F765A424D2D504C4131393737s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4A6F686E736F6E542D504C4131393738s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib53617473756D61412D4A4D5031393739s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4B6175702D4A4D5031393831s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib47696C736F6E4E2D504C4131393930s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib496D61692D50545031393937s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib5361746F2D52494D5331393831s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib47696C736F6E4C4E572D5052534C4131393936s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib47696C736F6E4C4E572D5052534C4131393936s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D4A504132303133s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D434E534E5332303131s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D696E7A6F6E69532D574D31393936s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4C65626C6F6E644B4D2D50524132303039s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib56696C6C6172726F656C412D434D5031393939s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4573746576657A502D4E4A4D5032303038s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib6465426F75617264532D5349414D4A4D4131393937s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib44696D616B69734D2D4A474C544132303038s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D524D5032303133s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D464D4332303133s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D756C6C6572474F2D4F6365616E6F67726170687932303035s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib536F6C6C69524B4A2D4E32303037s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4B72696368657665722D46415031393738s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib566573656C6F762D554D4E31393830s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib5A68616E674D2D414D4332303135s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib5A68616E674D2D5A4E4132303135s1
http://refhub.elsevier.com/S0375-9601(15)00580-0/bib4D612D534E5332303131s1

	Lump solutions to the Kadomtsev-Petviashvili equation
	1 Introduction
	2 Lump solutions to the KP equation
	3 Concluding remarks
	Acknowledgements
	References


