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1. Introduction

The Riemann-Hilbert method is one of the most powerful approaches to generate integrable systems and their soliton
solutions [ 1]. Its basic starting point is a kind of matrix spectral problems, which possess bounded eigenfunctions analytically
extendable to the upper or lower half-plane. There is a close connection with the inverse scattering method in soliton
theory [2]. The asymptotics at infinity on the real axis necessary in constructing the scattering coefficients is used primarily in
solving the corresponding Riemann-Hilbert problems [ 1]. Specific Riemann-Hilbert problems with the identity jump matrix
lead to N-soliton solutions, which could contain rational solutions and periodic solutions.

To formulate a Riemann-Hilbert problem, we usually start with taking the following pair of equivalent matrix spectral
problems

Y = 1[AGL), Y1+ P(u, M, e = i[B(A), ]+ Q(u, )y,

where [, -] is the matrix commutator, A is a spectral parameter, u is a potential, A, B are two constant n x n matrices, P,Q are
trace-less n x n matrices and v is an n x n matrix eigenfunction. An important step is to explore the existence of analytical
matrix eigenfunctions with the asymptotic conditions

¥* — I,, whenx, t - o0,
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where I, stands for the identity matrix of size n, to determine two analytical matrix functions P%(x, t, ), which are analytical
in the upper and lower half-planes, respectively. Then formulate a Riemann-Hilbert problem on the real line:

P=(x,t, )PT(x, t,A) = EG(A)E™!, A e R,

where E = e0X+BA) Upon taking G to be the identity matrix I,, the corresponding Riemann-Hilbert problem can be

explicitly solved to present N-soliton solutions by checking asymptotic behaviors of the matrix functions at infinity of 1. We
shall consider an example of coupled mKdV equations and generate its N-soliton solutions by a special Riemann-Hilbert
problem.

The rest of the paper is structured as follows. In Section 2, with the aid of the zero-curvature formulation and the trace
identity, we rederive the AKNS soliton hierarchy with four components and its bi-Hamiltonian structure from a new matrix
spectral problem suited for the Riemann-Hilbert theory. In Section 3, taking a system of coupled mKdV equations as an
example, we analyze analytical properties of matrix eigenfunctions for an equivalent spectral problem, and then formulate
a kind of Riemann-Hilbert problems associated with the newly introduced spectral problem. In Section 4, we compute
N-soliton solutions to the considered system of coupled mKdV equations from a specific Riemann-Hilbert problem, which
possesses the identity jump matrix on the real axis. In the last section, we present a few concluding remarks, together with
some discussions on other solution methods.

2. AKNS soliton hierarchy with four components
2.1. Soliton hierarchy

Let us first recall the zero curvature formulation and the trace identity [3]. We follow the standard procedure suited for
Riemann-Hilbert problems, where we consistently use the unit imaginary number i. Let U = U(u, A) be a square spectral
matrix belonging to a given matrix loop algebra, where u is a potential and A is a spectral parameter. Assume that

o0 o0
W=Wu,i) = Z Wi ¢ = Z Wi(u)r* (2.1)
k=0 k=0

solves the corresponding stationary zero curvature equation

Wy = i[U, W]. (2.2)
Then introduce a series of Lax matrices

VIl = v, ) = (W W), + A, r >0, (2.3)
where the subscript +denotes the operation of taking a polynomial part in A and A;, r > 0, are appropriate modification
terms, to generate a soliton hierarchy

u, = Ky(u) = Ke(x, t,u, uy, ...), r >0, (2.4)

from a series of zero curvature equations

U — VT +iu, vl =0, r>o. (2.5)

The two matrices U and V"] are called a Lax pair [4] of the rth soliton equation in the hierarchy (2.4). The zero curvature
equations in (2.5) are the compatibility conditions of the spatial and temporal spectral problems

— iy =U¢ = U(u, \)p, —ig, = V"¢ =V, 1), r >0, (2.6)

where ¢ is the matrix eigenfunction.
An important task in soliton theory is to show the Liouville integrability of a soliton hierarchy. This can be achieved
usually by establishing a bi-Hamiltonian structure [5]:
SH SH
U=K=]—"L =ML r>1, (2.7)
Su Su
where | and M constitute a Hamiltonian pair and é‘s—u denotes the variational derivative (see, e.g., [6]). The Hamiltonian
structures can be often furnished through applying the trace identity [3]:

8 U ad aUu Ad
2 aw S yix = x-yf[mr(wf)], — 2% juw?y, (2.8)
su oA oA ou 2.dx

or more generally, the variational identity [7]:
8 ou d ou Ad
2w, Sy =)FV—[)J/ W,—], = 2% myw,wy, 2.9
su ) W™ oMWy 2ax W W)l (29)
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where (-, -) is a non-degenerate, symmetric and ad-invariant bilinear form on the underlying matrix loop algebra [8]. The bi-
Hamiltonian structure guarantees that infinitely many Lie symmetries {K;};2, and conserved quantities {H,};2, commute:

[Kny > Kny 1 = K [Kny ] — Ky, [Kny 1 = 0, (2.10)
. 8Hn, \T OH

[Py Flny Iy = [( "1> N2 gy = 0, (2.11)
Su ou

where ny, n, > 0, N = J or M, and K’ denotes the Gateaux derivative of K:

a
K'(wIs] = 3

OK(u 4+ &S, Uy + 85y, ...).
&=l

It is known that for an evolution equation u; = K(u),H = J H dxis a conserved functional iff i—’: isan adjoint symmetry [9],
and so, the Hamiltonian structures link conserved functionals to adjoint symmetries and further symmetries. When the
underlying matrix loop algebra in the zero curvature formulation is simple, the associated zero curvature equations yield
classical soliton hierarchies [10]; when semisimple, the associated zero curvature equations yield a collection of different
soliton hierarchies; and when non-semisimple, we obtain hierarchies of integrable couplings [11], which require extra care
in presenting soliton solutions.

2.2. AKNS hierarchy with four components

Let us consider a 3 x 3 matrix spectral problem

_ ath pr P2
—igy=Up=Uu,2)¢p, U=Uuhsx3=| @1 @2 0 |, (2.12)
a2 0 i
where a1 and «; are real constants, A is a spectral parameter and u is a four-dimensional potential
u=(p, ¢, p=p1.p2) ¢=(q1.9)". (2.13)

The special reduction of p, = g, = 0 transforms (2.12) into the AKNS spectral problem [12], and thus it is called a four-
component AKNS spectral problem. Since A = diag(«1, a2, @2) has a multiple eigenvalue, the spectral problem (2.12) is
degenerate.

To derive the associated soliton hierarchy, we first solve the stationary zero curvature equation (2.2) corresponding to
(2.12). We suppose that a solution W is given by

a b
W:[c d], (2.14)

where a is a scalar, b” and ¢ are two-dimensional columns, and d is a 2 x 2 matrix. Then the stationary zero curvature
equation (2.2) becomes

ay = i(pc — bq), by = i(eAb + pd — ap), ¢k = i(—aic + qa — dq), dy = i(qgb — cp), (2.15)
where @ = o1 — a. We seek a formal series solution as
[e ]
a b B glml plml
W= |:c d] = ZWmA M Wi = Wp(u) = [c[m] gm | m= 0, (2.16)
m=0
with b™ ™ and d™ being assumed to be
b = (b, by™), ™ = (™, ™) d™ = (dig)axz, m = 0. (2.17)
Thus, the system (2.15) equivalently leads to the following recursion relations:
b =0, % =0, d” =0, d¥ =0, (2.18a)
1
pim1 — ;(—ib,ﬁm] —pd™ + a™p), m > 0, (2.18Db)
1
Mt = —(icl™  gal™ — d'™gq), m > 0, (2.18c)
o
a™ = i(pct™ — pMg), d™ = j(gb!™ — ™p), m > 1. (2.18d)

We choose the initial values as follows:

d® = g, d% = Byl (2.19)
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where f;, B, are arbitrary real constants and I, = diag(1, 1), and take constants of integration in (2.18d) to be zero,
i.e.,, require
Winlyo =0, m > 1. (2.20)

Therefore, with a'® and d!® given by (2.19), all matrices W,,, m > 1, will be uniquely determined. For instance, a direct
computation, based on (2.18), tells that

1 = Lpy, =L 0 dfi =0, @212
b = _gipk,m o) = %iqk.x’ a? = —%(Plfh +paga), diy = %qum (2.21b)
b = _%[pk,xx +2(p101 + P202)il. ¢ = —%[qk,xx +2(p1q1 + P202)a], (2.210)
"l = —gi(mqu — P1ad1 + D2Gax — P2xd2), dig' = —%i(m,qu — Plk); (221d)
b = %i[pk,xxx +3(P11 + P242)Pex + 3(P1.x1 + P2x2)Pi], (2.21e)
o = _%i[‘ﬂ(,xxx + 3(P141 + P292)dkx + 3(P1G1.x + P2G2.0)dk]. (2216)
a® = %[3(;)1(11 +D202) + P11 — Pradix + Prwdi + P2lasw — Paxdzx + P2zl (2.21g)
dy = — % [3p1(P1a1 + P242)k + Prawdk — Piadix + Pidiax]; (2:21h)

where 8 = 81 — B and 1 < k, | < 2. Based on (2.18d), we can obtain, from (2.18b) and (2.18c), a recursion relation for b™
and c™;

clm+1] clm
plm+1r | = v pimiT | - m=>1, (2.22)
where ¥ is a 4 x 4 matrix operator
2

@+ @ 'l + 907 'p —qd7'q" — (g0 'q")"
1
U= k=1 5 ) (2.23)
o Ta—1 Ta—1,\T -1 Ta—1.T
p'o7'p+ ("9 'p) —(@+ Y pd g —pTo'q
k=1

To get a soliton hierarchy, we introduce, for all integers r > 0, the following Lax matrices
T
VI = VI, 2) = (Vi ss = (W W)y = ) Wik r = 0, (2.24)
k=0

where the modification terms are taken as zero. The compatibility conditions of (2.6), i.e., the zero curvature equations (2.5),
generate the AKNS soliton hierarchy with four components

T [r+11T
| . _.|ab -
Uy = |:q i|[ =K =i [—ac”*”] ,r>0. (2.25)

The first two nonlinear systems in the soliton hierarchy (2.25) read

Dit = _gi[pk,xx +2(p1q1 +p2q2)pk], 1 <k <2, (2.26a)

Qi = gi[qk,xx +2(p1g1 + P2@2)qk), 1<k <2, (2.26b)
and

Pt = _%[pk,xxx + 3(p191 + P2G2)Pix + 3(P1.x41 + P2xG2)pil, 1 <k <2, (2.27a)

Gkt = _%[Qk,xxx + 3(P1q1 + P292)qkx + 3(P1G1.x + P2G2.x)qk], 1 <k <2, (2.27b)

which are the four-component versions of the AKNS systems of coupled nonlinear Schrédinger equations and coupled mKdV
equations, respectively. Under a symmetric reduction, the four-component AKNS equations (2.26b) can be reduced to the
Manakov system [13], for which a decomposition into finite-dimensional integrable Hamiltonian systems was presented
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in [14], while as the four-component AKNS equations (2.27b) contain various mKdV equations, for which there exist different
kinds of integrable decompositions under symmetry constraints (see, e.g., [15,16]).

The AKNS soliton hierarchy (2.25) with four components has a Hamiltonian structure [9], which can be generated using
the trace identity [3], or more generally, the variational identity [7]. Actually, we have

‘ U >
— (W) = @10 + astr(d) = (@™ + apd™ 4 apdiihy T,
m=0
and
au c
—it(W—) = =Y Gui1A ™™
W= [br] ;) et

Inserting these expressions into the trace identity and considering the case of m = 2, we get y = 0 and thus we obtain

‘mm _ T i [m+1] [m+1] [m+1] _ ctm
W = iGp—1, Hnh = _E (aqa +O[2d11 ~|—0l2d22 )dx, Gm_1 = pmiT |+ m>1. (2.28)
A bi-Hamiltonian structure of the four-component AKNS equations (2.25) then follows:
8H, 8H,
U =K =JG =] M >, (2.29)
su su
where the Hamiltonian pair (J, M = J¥) is given by
_ 0 0512
/= |:—oz12 0 ] (2.30a)
2
p'o 'p+(p" o "p) —(0+ ) ped ') —p o'
M=i , k=1 ) (2.30Db)
—(0+ ) ped gl —qd'p q0~'q" +(q97'q" )"

k=1

Adjoint symmetry constraints or equivalently symmetry constraints separate the four-component AKNS equations into two
commuting finite-dimensional Liouville integrable Hamiltonian systems [9)]. In the next section, we will focus on the system
of coupled mKdV equations (2.27b).

3. Riemann-Hilbert problems

The spectral problems of the system of coupled mKdV equations (2.27b) are

—igy=Ugp, —igp, =V, (3.1)
with

U=xA+P, VB =332 +0Q, (3.2)
where A = diag(aq, aa, a2), 2 = diag(B1, B2, B2), and

b [;1 %1 %2} 0 |:amk2 L2l g gl ply2 +bm/\+b[3‘] (3.3)
) 172 4 cRIy 4 cB1 g2 4 g2l 4 g3l | .
g 0 0
al™ plml clm and di™ 1 < m < 3, being defined in (2.21h).
In this section, we present the scattering and inverse scattering methods for the coupled mKdV system (2.27b) using
the Riemann-Hilbert formulation [1,17,18]. The resulting results will lay the groundwork for N-soliton solutions in the next

section. Suppose that all the potentials rapidly vanish when x — o0 or t — +o00 and satisfy

o0 (o)
/ / IxI™[¢1"(Ip1] + Ip2| + 1911 + lg2]) dxdt < oo, m,n = 0. (34)
—00 J —00

For the sake of presentation, we also assume thate = o7 —a3 <0and 8 = 81 — B2 < 0.

In the Riemann-Hilbert formulation, we treat ¢ in the spectral problems (3.1) as a fundamental matrix. From (3.1), we
note, under (3.4), that when x, t — =ooc, one has the asymptotic behavior: ¢ ~ E = e*4*+**2t This motivates us to
introduce the variable transformation

v = ¢e7i)LAx—iA3.Qt, (35)
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to have the canonical normalization for the associated Riemann-Hilbert problem:

Y — I3, whenx, t — o0, (3.6)
where I3 = diag(1, 1, 1). This way, the spectral problems in (3.1) equivalently lead to

Y = iIM[A, Y]+ Py, (3.7)

Y =212, ¥1+ Qv (38)
where P = iP and é = iQ. Noting tr(It"‘) = tr(é) = 0, we have

detyr =1, (3.9)
by Abel’s formula.

Let us now consider the formulation of an associated Riemann-Hilbert problem with the variable x. In the scattering
problem, we first introduce the matrix solutions ¥ *(x, A) of (3.7) with the asymptotic conditions

¥+ — I3, whenx — o0, (3.10)

respectively. The subscripts above refer to which end of the x-axis the boundary conditions are required. Then, by (3.9), we
have dety* = 1forall x € R. Since $* = *E are both solutions of (3.1), they must be linearly related, and so we can have

VTE=yTES(A), L €R, (3.11)
where
S11 S12 513
S(A)={S$21 S22 S|, A ER, (3.12)
S31 S32 533

is the scattering matrix. Note that det(S(1)) = 1 since det(y*) = 1. Using the method of variation in parameters as well as
the boundary condition (3.10), we can turn the x-part of (3.1) into the following Volterra integral equations for ¥+ [1]:
X

Y (LX) =6+ / M AIIP(y )y (1, y)e™ A0 dy, (3.13)

—00

[e ]
V== [ IRy Gy 0y, (3.14)
X

Thus, * allows analytical continuations off the real axis A € R as long as the integrals on their right hand sides converge. It
is direct to see that the integral equation for the first column of 1~ contains only the exponential factor e~®**=¥) which, due
toy < xin the integral, decays when A is in the upper half-plane C* = {z € C|Im(z) > 0}, and the integral equation for the
last two columns of ¥+ contains only the exponential factor e®**=¥), which, due to y > x in the integral, also decays when
A is in the upper half-plane C*. Thus, these three columns can be analytically continued to the upper half-plane A € C*.
Similarly, we find that the last two columns of v~ and the first column of ¥ can be analytically continued to the lower
half-plane » € C~ = {z € C|Im(z) < 0}. Let us express

vE = v v, (3.15)

that is, t/fki stands for the kth column of ¢* (1 < k < 3). Then the matrix solution

P+ = P+(X, )") = (Iﬁf’ l[,2+5 1//;) = I/I_Hl + I//+H2 (316)
is analytic in A € C*, and the matrix solution
(Wi Yy ¥3) =y Hi + ¢y H, (3.17)

isanalyticin A € C~, where H; = diag(1, 0, 0)and H, = diag(0, 1, 1). In addition, from the Volterra integral equation (3.13),
we find that

P*(x,1) — I3, when 1 € CT — oo, (3.18)
and
Wi ¥y ¥3) — I3, wheni € C~ — oo. (3.19)

Next we construct the analytic counterpart of P™ in the lower half-plane C~. Note that the adjoint equation of the x-part
of (3.1) and the adjoint equation of (3.7) read as

iy = U, (3.20)
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and

iV = Ay, A1+ P (3.21)

It is easy to see that the inverse matrices = = (¢*)~' and ¥* = (y*)! solve these adjoint equations, respectively. If we
express ¥+ as follows:

g
VE= P (322)
g3
that is, ¥+ stands for the kth row of ¢/* (1 < k < 3). Then by similar arguments, we can show that adjoint matrix solution
g
P = |9 | =Hiy~ +Hyt =Hiy ) +HyH)! (3:23)
AR
is analytic for A € C~, and the other matrix solution
AR
% | = Hiyt 4+ Hyy ™ = Hy(y )+ Hy(y ) ™! 24
v =Hiy" +Hy™ =Hi(y") +Ha(¥7) (3.24)
,(l/,—,3
is analytic for A € C*. In the same way, we see that
P~ (x,\) > I3, whenA € CT — o0, (3.25)
and
ast
%% | = I, wheni € Ct — oo. (3.26)
vl

Now we have constructed two matrix functions P* and P, which are analytic in C* and C™, respectively. It is direct to
see that on the real line, the two matrix functions P* and P~ are related by
P™(x,A)Pt(x,1) = G(x, A), L € R, (3.27)
where

G(x, A) = E(H; + H,S)(H; + ST'H,)E™!

1 51383 —S12533  S12523 — S13522
=E | Sy 1 0 571.
S$31 0 1

(3.28)

Eqgs. (3.27) and (3.28) are exactly the associated matrix Riemann-Hilbert problem we wanted to present. The asymptotics

PE(x, 1) = I3, when A € CT — oo, (3.29)

provide the canonical normalization condition for the established Riemann-Hilbert problem.
To finish the direct scattering transform, we take the derivative of (3.11) with time t and use the vanishing conditions of
the potentials, we can show that S satisfies

S, = ix3[£2, S], (3.30)
which gives the time evolution of the scattering coefficients:

S11,t = So2,¢ = 533,2 =S3t = S32¢t = 073

s12 = S12(A, 007 513 = 5132, 0)eP2 L, (3.31)
:033 2093

21 = S21(A, 0)e P4 531 = 5391, 0)e AL,

4. N-soliton solutions

The Riemann-Hilbert problems with zeros generate soliton solutions. The uniqueness of the associated Riemann-Hilbert
problem (3.27) does not hold unless the zeros of det P™ and det P~ in the upper and lower half-planes are specified and
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the kernel structures of P* at these zeros are determined [19,20]. Following the definitions of P* as well as the scattering
relation between ¥+ and ¥ ~, we find that

det P*(x, 1) = s33(1), detP~(x, A) = S33(1), (4.1)

where $33 = (57133 = $11522 — S12521 due to detS = 1. Suppose that s33 has zeros {Ax € C*, 1 < k < N}, and $33 has
zeros {Ax € C~, 1 < k < N}. For simplicity, we assume that these zeros, A, and Ay, 1 < k < N, are simplg. Then, each of
ker PT(A¢), 1 < k < N, contains only a single column vector, denoted by v, 1 < k < N; and each of ker P*(X), 1 < k <N,
arow vector, denoted by v, 1 < k < N:

Pt(u)w =0, P~ () =0, 1 <k <N. (4.2)

The Riemann-Hilbert problem (3.27) with the canonical normalization condition (3.29) and the zero structure (4.2) can
be solved explicitly [1,21], and thus one can readily reconstruct the potential P as follows. Note that P* is a solution to the
spectral problem (3.7). Therefore, as long as we expand Pt at large A as

Pr(x,A) =15+ P+(x)+0( 5), A= 00, (4.3)

inserting this expansion into (3.7) and comparing O(1) terms leads to

= —i[A, P]], (4.4)
which implies that
0 —a(P{ )iz —a(P{ i3
=—[A,P{1= | a(P{ ) 0 0 : (4.5)
a(P )31 0 0

where P} = (P} )iu)1<k.1<3. Further, the potentials py and g, k = 1, 2, can be computed as
P = —Of(Pr)lzy D2 = —“(Pr)w,
+ + (4.6)
q1 = a(P{ )21, g2 = a(P{ )31,

To obtain soliton solutions, we set G = I3 in the Riemann-Hilbert problem (3.27). This can be achieved if we assume
S12 = S13 = Sp1 = S31 = 0, which means that there is no reflection in the scattering problem. The solutions to this specific
Riemann-Hilbert problem can be given as follows (see, e.g., [1,21]):

Uk B klvl _ vk Dby
= )=+ 4.7
E . 3 E P (4.7)

,
ki=1 h k=1 !

where M = (My;)nxn iS @ square matrix whose entries read

My = —, 1<k I1<N. (4.8)

Noting that the zeros A; and Ak are constants, i.e., space and time independent, we can easily find the spatial and temporal
evolutions for the vectors, v(x, t) and vi(x,t), 1T < k < N. For example, let us take the x-derivative of both sides of the
equation Pt (A )v, = 0. By using (3.7) and then P+ (X )vx = 0, we get

d
P*(kk,x)(% - i,\kAuk) —0,1<k<N.,

which implies
dvk
dx
The time dependence of vy:

=ik Avg, 1 <k <N.

dvk
dt
can be determined similarly through an associated Riemann-Hilbert problem with the variable t. Summing up, we obtain

zx 20, 1<k <N,

v(x, t) = eﬂ"AHMzmvk,oa 1<k<N, (4.9)
De(x, t) = Dy oe ML ] <k <N, (4.10)

where vy g and vy, 1 < k < N, are arbitrary constant vectors.
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Finally, from (4.7), we get
N

Py == uM )b, (4.11)
ki=1

and thus by (4.6), the N-soliton solution to the system of coupled mKdV equations (2.27b):

N N
pr=a Z vk (M~ Dudiz, p2 =« Z vk 1 (M~ b3,
k= kim
N " (4.12)
g1 =—a Y VoM Db, @2 =—a Y ves(M Yudi1,
k=1 ki=1

where v, = (Vk.1, Vk.2, Vk.3)T and Dy = (D1, Dk.2, Dk.3)» 1 < k < N, are arbitrary.
5. Concluding remarks

The paper is dedicated to development of Riemann-Hilbert problem representations and associated N-soliton solutions to
integrable equations. The starting point is a kind of equivalent spectral problem, which guarantees the existence of analytical
eigenfunctions in the upper or lower half-plane. We considered a 3 x 3 degenerate matrix spatial spectral problem and
worked out its soliton hierarchy. Taking the system of coupled mKdV equations as an example, we computed its associated
Riemann-Hilbert problems, together with an explicit formula for jump matrices. From the case of taking the identity jump
matrix, we generated N-soliton solutions to the considered system of coupled mKdV equations.

We see the effectiveness of using the Riemann-Hilbert formulation to derive N-soliton solutions (see, [22-24], for other
examples). We point out that lump solutions could be generated within the Riemann-Hilbert formulation. How about
other solutions such as positon solutions and complexiton solutions [25,26]? About systems of coupled mKdV equations,
there are other studies such as integrable couplings [27], super hierarchies [28] and fractional counterparts [29]. The
Riemann-Hilbert method has been also generalized to solve initial-boundary value problems of integrable equations on the
half-line [30]. There are many other approaches to soliton solutions in the field of integrable systems, which include the
bilinear method [31,32], the Wronskian technique [33,34] and the Darboux transformation [35]. It should be interesting to
study exact solutions to soliton equations, particularly rational solutions [36,37] and algebro-geometric solutions [38,39],
using other solution techniques.

Acknowledgments

The work was supported in part by NSFC under the grants 11371326, 11301331, and 11371086, NSF under the grant
DMS-1664561, the 111 project of China (B16002), and the Distinguished Professorships by Shanghai University of Electric
Power and Shanghai Polytechnic University. The author would also like to thank Ahmed Ahmed, Sumayah Batwa, X. Gu, S.
Lafortune, M. Malisoff, S. Manukure, M. Mcanally, J. Tian, F.D. Wang, X.L. Yong, H.Q. Zhang, Y. Zhou and S.L. Zuo for their
valuable discussions.

References

[1] S.P. Novikov, S.V. Manakov, L.P. Pitaevskii, V.E. Zakharov, Theory of Solitons: The Inverse Scattering Method, Consultants Bureau, New York, 1984.
[2] M.J. Ablowitz, P.A. Clarkson, Solitons, Nonlinear Evolution Equations and Inverse Scattering, Cambridge University Press, Cambridge, 1991.
[3] G.Z.Tu, On Liouville integrability of zero-curvature equations and the Yang hierarchy, J. Phys. A: Math. Gen. 22 (1989) 2375-2392.
[4] P.D. Lax, Integrals of nonlinear equations of evolution and solitary waves, Comm. Pure Appl. Math. 21 (1968) 467-490.
[5] F.Magri, A simple model of the integrable Hamiltonian equation, J. Math. Phys. 19 (1978) 1156-1162.
[6] W.X. Ma, B. Fuchssteiner, Integrable theory of the perturbation equations, Chaos Solitons Fractals 7 (1996) 1227-1250.
[7] W.X. Ma, M. Chen, Hamiltonian and quasi-Hamiltonian structures associated with semi-direct sums of Lie algebras, ]. Phys. A: Math. Gen. 39 (2006)
10787-10801.
[8] W.X. Ma, Variational identities and applications to Hamiltonian structures of soliton equations, Nonlinear Anal. 71 (2009) e1716-e1726.
[9] W.X. Ma, R.G. Zhou, Adjoint symmetry constraints leading to binary nonlinearization, ]. Nonlinear Math. Phys. 9 (2002) 106-126.
[10] V.G. Drinfeld, V.V. Sokolov, Equations of Korteweg-de Vries type, and simple Lie algebras, Soviet Math. Dokl. 23 (1982) 457-462.
[11] W.X. Ma, X.X. Xu, Y.F. Zhang, Semi-direct sums of Lie algebras and continuous integrable couplings, Phys. Lett. A 351 (2006) 125-130.
[12] MJ. Ablowitz, D.J. Kaup, A.C. Newell, H. Segur, The inverse scattering transform-Fourier analysis for nonlinear problems, Stud. Appl. Math. 53 (1974)
249-315.
[13] S.V. Manakov, On the theory of two-dimensional stationary self-focusing of electromagnetic waves, Sov. Phys.—JETP 38 (1974) 248-253.
[14] S.T. Chen, R.G. Zhou, An integrable decomposition of the Manakov equation, J. Comput. Appl. Math. 31 (2012) 1-18.
[15] W.X. Ma, Symmetry constraint of MKdV equations by binary nonlinearization, Phys. A 219 (1995) 467-481.
[16] J. Yu, R.G. Zhou, Two kinds of new integrable decompositions of the MKdV equation, Phys. Lett. A 349 (2006) 452-461.
[17] V.S. Gerdjikov, Geometry, integrability and quantization, in: .M. Mladenov, A.C. Hirshfeld (Eds.), Proceedings of the 6th International Conference,
Varna, June 3-10, 2004, Softex, Sofia, 2005, pp. 78-125.
[18] E.V.Doktorov, S.B. Leble, A Dressing Method in Mathematical Physics, in: Mathematical Physics Studies, vol. 28, Springer, Dordrecht, 2007.
[19] V.S. Shchesnovich, Perturbation theory for nearly integrable multicomponent nonlinear PDEs, ]. Math. Phys. 43 (2002) 1460-1486.


http://refhub.elsevier.com/S0393-0440(18)30346-2/sb1
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb2
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb3
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb4
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb5
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb6
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb7
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb7
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb7
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb8
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb9
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb10
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb11
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb12
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb12
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb12
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb13
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb14
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb15
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb16
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb17
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb17
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb17
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb18
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb19

54 W.X. Ma / Journal of Geometry and Physics 132 (2018) 45-54

[20] V.S. Shchesnovich, J.K. Yang, General soliton matrices in the Riemann-Hilbert problem for integrable nonlinear equations, J. Math. Phys. 44 (2003)
4604-4639.

[21] T. Kawata, Riemann spectral method for the nonlinear evolution equation, in: Advances in Nonlinear Waves, vol. ], in: Res. Notes in Math, vol. 95,
Pitman, Boston, MA, 1984, pp. 210-225.

[22] Y. Xiao, E.G. Fan, A Riemann-Hilbert approach to the Harry-Dym equation on the line, Chin. Ann. Math. Ser. B 37 (2016) 373-384.

[23] X.G. Geng, ].P. Wu, Riemann-Hilbert approach and N-soliton solutions for a generalized Sasa-Satsuma equation, Wave Motion 60 (2016) 62-72.

[24] D.S. Wang, D.J. Zhang, J.K. Yang, Integrable properties of the general coupled nonlinear Schrodinger equations, J. Math. Phys. 51 (2010) 023510.

[25] W.X. Ma, Complexiton solutions to the Korteweg-de Vries equation, Phys. Lett. A 301 (2002) 35-44.

[26] W.X. Ma, K. Maruno, Complexiton solutions of the Toda lattice equation, Phys. A 343 (2004).

[27] X.X.Xu, An integrable coupling hierarchy of the MKdV_ integrable systems, its Hamiltonian structure and corresponding nonisospectral integrable
hierarchy, Appl. Math. Comput 216 (2010) 344-353.

[28] H.H. Dong, K. Zhao, H.W. Yang, Y.Q. Li, Generalised (2+1)-dimensional super MKdV hierarchy for integrable systems in soliton theory, East Asian ].
Appl. Math 5 (2015) 256-272.

[29] H.H.Dong,B.Y.Guo, B.S. Yin, Generalized fractional supertrace identity for Hamiltonian structure of NLS-MKdV hierarchy with self-consistent sources,
Anal. Math. Phys. 6 (2016) 199-209.

[30] A.S.Fokas, ]. Lenells, The unified method: I Nonlinearizable problems on the half-line, J. Phys. A 45 (2012) 195201.

[31] R. Hirota, The Direct Method in Soliton Theory, Cambridge University Press, New York, 2004.

[32] W.X. Ma, Generalized bilinear differential equations, Stud. Nonlinear Sci. 2 (2011) 140-144.

[33] N.C. Freeman, J.J.C. Nimmo, Soliton solutions of the Korteweg-de Vries and Kadomtsev-Petviashvili equations: the Wronskian technique, Phys. Lett.
A95(1983) 1-3.

[34] W.X. Ma, Y. You, Solving the Korteweg-de Vries equation by its bilinear form: Wronskian solutions, Trans. Amer. Math. Soc. 357 (2005) 1753-1778.

[35] V.B. Matveev, M.A. Salle, Darboux Transformations and Solitons, Springer, Berlin, 1991.

[36] J. Satsuma, M.J. Ablowitz, Two-dimensional lumps in nonlinear dispersive systems, J. Math. Phys. 20 (1979) 1496-1503.

[37] W.X. Ma, Y. Zhou, R. Dougherty, Lump-type solutions to nonlinear differential equations derived from generalized bilinear equations, Int. ]. Modern
Phys. B 30 (2016) 1640018.

[38] E.D. Belokolos, A.l. Bobenko, V.Z. Enol’skii, A.R. Its, V.B. Matveev, Algebro-Geometric Approach to Nonlinear Integrable Equations, Springer, Berlin,
1994.

[39] F.Gesztesy, H. Holden, Soliton Equations and their Algebro-Geometric Solutions: (14 1)-Dimensional Continuous Models, Cambridge University Press,
Cambridge, 2003.


http://refhub.elsevier.com/S0393-0440(18)30346-2/sb20
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb20
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb20
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb21
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb21
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb21
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb22
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb23
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb24
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb25
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb26
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb27
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb27
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb27
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb28
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb28
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb28
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb29
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb29
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb29
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb30
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb31
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb32
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb33
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb33
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb33
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb34
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb35
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb36
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb37
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb37
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb37
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb38
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb38
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb38
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb39
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb39
http://refhub.elsevier.com/S0393-0440(18)30346-2/sb39

	Riemann–Hilbert problems and N-soliton solutions for a coupled mKdV system 
	Introduction
	AKNS soliton hierarchy with four components 
	Soliton hierarchy
	AKNS hierarchy with four components 

	Riemann–Hilbert problems
	N-soliton solutions
	Concluding remarks
	Acknowledgments
	References


