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Abstract

A specific matrix iso-spectral problem of arbitrary order is introduced and an associated hierarchy of multi-compo-
nent Dirac integrable equations is constructed within the framework of zero curvature equations. The bi-Hamiltonian
structure of the obtained Dirac hierarchy is presented be means of the variational trace identity. Two examples in the
cases of lower order are computed.
© 2007 Elsevier Ltd. All rights reserved.

1. Introduction

The integrability of nonlinear differential equations [1]is an important problem in the field of differential equations.
It is in the direction of solving the problem to look for integrable differential equations and to explore characteristics of
integrability. Integrability of ordinary differential equations and 1+1 dimensional partial differential equations, partic-
ularly scalar equations, was extensively studied, and various criteria such as the inverse scattering transform, the Ham-
iltonian formulation and the Painlevé series were proposed for testing integrability [2,3].

However, we lack a thorough theory for determining integrability of multi-component differential equations and
higher-dimensional differential equations. Both the multiplicity and the dimension bring a diversity of mathematical
structures of integrable equations. The integrable couplings are one of the examples which show rich mathematical
properties that multi-component integrable equations possess [4-7]. The way of using semi-direct sums of Lie algebras
[8,9] provides a thought essential to analyze and classify multi-component integrable equations.

In this paper, we are going to construct a multi-component Dirac integrable hierarchy from an arbitrary order
matrix spectral problem, which possesses a bi-Hamiltonian formulation. The paper is organized as follows. In Section
2, a new higher-order matrix iso-spectral problem is introduced and the associated Lax integrable equations of multi-
components are computed. In Section 3, an integrable hierarchy among the resulting Lax integrable equations is
worked out and proved to possess a bi-Hamiltonian structure using the variational trace identity. This implies that
the the resulting Dirac hierarchy possesses infinitely many commuting symmetries and conserved densities. A few con-
cluding remarks are given in Section 4.
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2. Lax pairs and associated integrable equations

We consider a matrix iso-spectral problem:

AJ 0 1
6. = Up = Ulu, 2)9, U:[ iq]h:[ }, 21)
-q r -1 0
where 4 is a spectral parameter, r is a skew-symmetric (i.e., T = —r) matrix of arbitrary order and u = p(q, r) is a vector

potential. Note that p is a kind of arrangement of all entries in ¢ and r into a vector.
To derive associated integrable equations, we first solve the stationary zero curvature equation

V.=[U,V] (2.2)

of the spectral problem (2.1). We assume that a solution V can be given by

. { aJ, b}
=" e
where a is scalar and ¢T = —¢. Then we have

—qb" + bg" AJ2b — aJaq + qc — br

U,v] =
[ } |:/1bTJ2 — quJz — I"bT + CqT —qu + qu + [}"7 C]

Therefore, the stationary zero curvature Eq. (2.2) becomes

aJ, =bq" —qb", (2.3a)

b, = AJb — aJrq + qc — br, (2.3b)

e =b"g—q"b+rc. (2.3¢)
Let us seek a formal solution of the type

o[ g e [ ]
where (¢x)T = —¢x, k = 0. Then Eq. (2.3) recursively define all ay, by and ¢, k > 0, with the initial values satisfying

by=0, ap,=0, co.=][rcol

Now for any integer n > 1, we introduce

" : 0 0
VO = (V) A A=) VAT A, A= { }
(A", ; Jz 0 s, (2.5)

J,, being skew-symmetric and of the same size as ¢, and define the time evolution law for the eigenfunction ¢:
b, =V =1"(u,2). (2.6)
Setting U; = U|;—o, we can compute that
0 bux+anJg—qc, + byr
* 0 ’
0 —q0,
Onq" Sux —[r, 0] ]

(WWLLfW&WWJ=V”7KmVA=[
Qe — (U, 4] = Ay — [Uy, 4,) = [_

where n > 1. It follows then that the compatibility conditions of (2.1) and (2.6) for all » > 1, i.e., the zero curvature
equations

U, - V" +[U, 7" =0, n>1, (2.7)
associate with the Lax pairs of U and V™, n > 1, give rise to a hierarchy of Lax integrable evolution equations

q,, = bux + anJ2qg — qc, + byr — qd,, 1y, =0y —[1,0,], n = 1. (2.8)
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3. Multi-component Dirac integrable hierarchy
3.1. Integrable hierarchy

When r =0, we have to take 6, =0, n > 1. Then, the Lax integrable hierarchy (2.8) becomes

q, = bux +a,Jrq—qc, —qd,, n=1. (3.1)
To obtain Hamiltonian integrable equations, we further take

0,=0, n>=1 (3.2)
The corresponding integrable hierarchy (3.1) now reads

q, =buxtaJrq—qc,, n=1 (3.3)
Owing to r =0, (2.3) implies

Anydr = b,,qT — qu, Jobyit = by +a,Jrq —qc,,  Cux = b:q — qu,q7 n>1. (3.4)
This tells that the resulting hierarchy (3.3) can be rewritten as

4, = Xu(q) = Jebuir = Jabus = Mcby = by + [0 (bag" — gb))lg — g0 (big —q"b,), n =1, (3.5)
where J. and M, denote the compact form of two matrix operators J and M:

(»(q)),, = Jp(bur1) = Mp(b,), n > 1. (3.6)

On one hand, note that the inner product between two vectors p(A4) and p(B) is
(p().p(8)) = [ "B,

where 4 and B denote matrices of the same size as g. Obviously, J and M are skew-symmetric. That is, for any two
matrices A and B of the same size as ¢, we have

(p(A)vp(OcB)) = 7(p(0CA),p(B)),

when O, = J. or O, = M.. Since the operator J is independent of the dependent variables in ¢, J automatically satisfies
the Jacobi identity

(p(A)>p((Jc)/[JCB]C)) + CyC]e(A7 B, C) =0,

where (J.)' denotes the Gateaux derivative, and 4,B and C are arbitrary matrices of the same size as ¢q. Therefore, Jis a
Hamiltonian operator. Moreover, it can be directly verified that J and M form a Hamiltonian pair, i.e., any linear com-
bination of J and M is still Hamiltonian.

On the other hand, let us recall the variational trace identity

1 oU ,—y O oU
where the Killing form (P,Q) = tr(PQ) and the constant y = —% & In |(V, )| (see [10-13]). In our case, we have
ou oU
—)=-2 = —2a. .
<V, 6q> b, <V, a;h> ’ (38)
Accordingly, using the variational trace identity, we obtain
0 ~ 7 Api1
“H = = _ Dol > 1. .
570 =be H, / ( - )dx7 nz1 (3.9)

It naturally follows that the integrable hierarchy (3.5) has a bi-Hamiltonian structure:

5 ~
q,, :JC(S—qH,,ﬂ =M.—H, n=>1. (3.10)

3q

The bi-Hamiltonian structure guarantees [14] that



W.-X. Ma | Chaos, Solitons and Fractals 39 (2009) 282-287 285

{H, H)}, ={HuH}, =0, ki=>1, (3.11)
5~ -
[P(X0),pXD) =T s AHi, Hin}, =0, k1> 1, (3.12)

where the Poisson bracket associated with a Hamiltonian operator O is given by

~ ~ ~\ T ~

~ 0H oK oH oK
Ko = (E’OE> -/ <5—> O &
and the commutator of vector functions is defined by

Wﬂ=XWWT4WMHZ§WW+ﬂ%WW+ﬂMM~

The equalities in (3.11) and (3.12) imply that each system in the hierarchy (3.10) has infinitely many commuting sym-
metries and conserved densities (see [14-16] for a general theory on the bi-Hamiltonian formulation).

3.2. The case of scalar r

When ris a 1 x 1 matrix, let us choose ¢ =0, and set

uj dn
q:{ } m:[ }n>& (3.13)
125 [

where u; and u, are scalar variables, and d, and e, are scalar functions. Then, the recursion relation (3.4) becomes

dy = —€ux + uiay,
€ntl = dn.x + way,

Apylx = uzdn+l — Ur€py1,

where n > 0, and thus, the Dirac integrable hierarchy (3.5) (i.e., (3.10)) reduces to the two-component Dirac hierarchy
[17] associated with a Dirac spectral problem [18]:

n dn 0 ~ dnx+ n dn o ~
ut”:[ul} :{eﬂ }:J{ +1:|:.]7Hn+1:|: : uza}:M{ ]:M*Hﬂ, nz=l, (3.14)
[25) t 7dn+l €ntl ou €nx — ULy €y ou

where the Hamiltonian functionals H,, n > 1, are defined by (3.9) and the Hamiltonian pair reads

o)
J= . M=
-1 0

The corresponding hereditary recursion operator [19] of the hierarchy (3.14) is

—u 0wy, 3+ w0y

6+ u2©71u2 7u2©71u1 :|

¢=M"=

—UZ671M1 —0— uzailuz
6+ u1671u1 u,@’luz ’

We call the proposed hierarchy (3.5) the multi-component Dirac hierarchy, because the reduction of the matrix ¢ to a
vector yields this two-component Dirac hierarchy.

Upon choosing ¢y = 1 and setting every integration constant to zero, the first nonlinear system of integrable equa-
tions in the hierarchy (3.14) is the Dirac nonlinear Schrédinger equations:

— 1 2 2
{”1,:2 = —Upxx — 5“2(”1 + u2)7

3.15
U, :ul.xx+%ul(u% -I—M%) ( )

Its bi-Hamiltonian structure is the following
0 ~ 0 ~
=J—H;=M—H
u, =J Su 3 Su 25

where two Hamiltonian functionals are

~ 1 ~ 1 1 1
H, = /E(uuuz — i, )dx, H;= / [—Eululﬁ ~5tate = g(“f + u§)2 dx.
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3.3. The case of 2 X 2 matrix r

When r is a 2 x 2 matrix, let us set
q:{m m} bn:{dn f} Cn:{ 0 h"},n?O, (3.16)
Uy Uy € g, —h, 0
where u;, 1 <i< 5, are scalar variables, and d,, ¢, f,, g, and h, are scalar functions. Then, the recursion relation (3.4)
becomes
dyy1 = —eyy +ura, — ughy,
en1 = dpx + tha, + ushy,
Jurt = —8ux + U3, + wahy,
8ui1 = Jux + taqy — urhy,
Qpitx = Updypy + Usfrp) — Ureny) — U3, L1,
hyiix = usd,gy + useppy — Ui fopr — Uag, 11,

where n > 0, and so, the Dirac integrable hierarchy (3.5) (i.e., (3.10)) gives rise to

231 €nt1 dn+1 dn,x + uxa, + M3hn dn
u 7dn €y 6 ~ enx_uan_"uhn €, 5 ~
w,=| | = S A I ey Y =M—H, n>1I,
us &nt1 St ou Jox + usa, — urh, Ja ou
Uy tn 7_f;1+1 &nyl gn,x — usza, — u2hn g,
(3.17)
where the Hamiltonian pair is given by
0O 1 0 0
-1 0 0 O
J=
0O 0 0 1
0 -1 0
and
O+pyn+tpys  —Put+Pu P — P31 —P»3 — Pxn
M= —PitpPy O+pu+DPu —Du—DPa P13 = Pa
Py — P —Ps —Ps O+putpn  —PutpPo
—P3 — Px P31 — P —P34 + Py 0+ py3 +pn

with p; = u,@*luj, 1 <i,j < 4. The corresponding hereditary recursion operator [19] for the hierarchy (3.17) is

—Pyutpu  —O0—pn—py  —Pn—Pn —Da T P31
&= M) — O+pi +Pu P12 = Pa3 P13 — Pa Dia + Par

~Ps1 — Pua —Py + P13 —PiztPn  —0—pu—py

P31 — P P+ P O0+py + 0 Pz — D2

Upon choosing ag = 1 and &y = 0, and setting every integration constant to zero, the first nonlinear system of integrable
equations in the hierarchy (3.17) reads

1 2.2, 2 2
Uy = —ly o — st (U] + 15 + u3 + ug) + us(uyuy — wpu3),

Usyy = Upa + %Ml (W + 13 + 13 + u3) + wa(uug — uru3), (3.18)

1 22 2 2
Uy, = —Ugr — 5ug(ui +u3 + 15 + 1) — ui (g — upu3),

Uggy = Uzyx + %ug(u? + u% + ug + uﬁ) — up(uguy — urus3).
It has a bi-Hamiltonian structure:
0 0

Uy, :Jaﬁg :Mgﬁb
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with two Hamiltonian functionals being given by

~ 1
H, = /E(MI‘XMZ — Uglay + Uz cUs — Uzlis,)dx,

~ 1 1 1 1 1 1
H; = / {— Uty = St p — U o — S U — 2 (o} + 15 + 13 + u)* — 7 (wiuy — wou3)” | dv.

If taking uz = uy = 0, this system reduces to the Dirac nonlinear Schrédinger Eq. (3.15).

4. Concluding remarks

A higher-order matrix iso-spectral problem was introduced and an associated multi-component integrable hierarchy
was presented. The obtained Dirac integrable hierarchy was proved to possess a bi-Hamiltonian structure by using the
variational trace identity. The recursion structure guarantees infinitely many commuting symmetries and conserved
densities.

There are other ways to construct multi-component integrable equations such as perturbations [20,5,6], loop algebra
methods [21,7] and enlarging spectral problems based on semi-direct sums of loop algebras [22,8,9]. The related results
and other existing theories [23-25] provide hints for classifying multi-component integrable equations and setting cri-
teria for integrability. It is also interesting to find conditions on matrix forms, even sufficient conditions, under which
matrix spectral problems can engender multi-component integrable equations with Hamiltonian structures.
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