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Abstract

Associated with a 4 x 4 matrix spectral problem, a six-component AKNS soliton hierarchy is
presented, together with the first three nonlinear soliton systems. From an equivalent spectral
problem, a kind of Riemann—Hilbert problems is formulated for a six-component system
of fourth-order AKNS equations in the resulting AKNS hierarchy. Soliton solutions to the
considered system of coupled fourth-order AKNS equations are worked out from a reduced
Riemann—Hilbert problem where an identity jump matrix is taken.
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1 Introduction

In soliton theory, the Riemann—Hilbert approach is one of the most powerful techniques to
generate integrable equations and their soliton solutions (Novikov et al. 1984). The approach
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is based on a kind of matrix spectral problems, which possess bounded eigenfunctions ana-
lytically extendable to the upper or lower half-plane. It is closely connected with the inverse
scattering method, also known as a nonlinear Fourier method (Ablowitz and Clarkson 1991).
The normalization conditions at infinity on the real line in constructing the scattering coef-
ficients are used in solving the associated Riemann—Hilbert problems (Novikov et al. 1984).
Upon taking the jump matrix to be the identity matrix, reduced Riemann—Hilbert problems
lead, under imposed evolution rules, to soliton solutions, whose specific limits can engender
rational solutions and periodic solutions. Applications have been developed for a few inte-
grable equations such as the multiple wave interaction equations (Novikov et al. 1984), the
Harry Dym equation (Xiao and Fan 2016), the generalized Sasa—Satsuma equation (Geng
and Wu 2016) and the general coupled nonlinear Schrodinger equations (Wang et al. 2010).

We shall follow the standard procedure suited for Riemann—Hilbert problems, in which
the unit imaginary number i is consistently used. We, therefore, begin with a pair of matrix
spectral problems as follows:

—igy=U¢, —iy=Vep, U=AN)+Pu,r), V=B + Q(u,r),

where A is a spectral parameter, « is a vector potential, ¢ is an n x n matrix eigenfunction,
A, B are constant commuting n X n matrices, and P, Q are trace-less n x n matrices. Their
compatibility condition is presented by the zero curvature equation

U= Ve +ilU,V]=0,

where [-, -] is the matrix commutator. To formulate a Riemann—Hilbert problem on the real
line for this zero curvature equation, we adopt a pair of equivalent matrix spectral problems
as follows:

Yo = i[AQ), Y1+ P, D)y, Y = i[BO), Y1+ O, MY,

where v is an n x n matrix eigenfunction, P = iP and Q = iQ, and assume that Cc*
and (C(f denote the upper and lower half-planes and the closed upper and lower half-planes,
respectively:

C*={zeC|+£Im(z) >0}, Cj ={zeC|£Im(z) >0}
The relation between ¢ and v is
¢ =VE,, Eg=cAWHBON

This offers a possibility for us to have two analytical matrix eigenfunctions with the asymp-
totic conditions

1//jE — I,, whenx,t — %00,

where I, stands for the identity matrix of size n. Then, from those two matrix eigenfunctions
¥+ and the associated adjoint matrix eigenfunctions, we try to determine two analytical
matrix functions P*(x, ¢, A), which are analytical in the upper and lower half-planes and
continuous in the closed upper and lower half-planes respectively, to build a Riemann—Hilbert
problem on the real line:

Gtx,t,\) =G (x,t,\)G(x,t,A), reR,

where Gt = P and G~ = (P~)~! are analytical in the upper and lower half-planes and
continuous in the closed upper and lower half-planes, respectively. Upon taking the jump
matrix G to be the identity matrix /,,, the reduced corresponding Riemann—Hilbert problem
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can be normally solved to generate soliton solutions, by observing asymptotic behaviors of
the matrix functions P at infinity of 2. In this paper, we shall present an application example
by considering a six-component system of fourth-order AKNS equations and compute its
soliton solutions by a special Riemann—Hilbert problem.

The rest of the paper is structured as follows. In Sect. 2, within the zero-curvature formula-
tion, we rederive the six-component AKNS soliton hierarchy and furnish its bi-Hamiltonian
structure, associated with a new matrix spectral problem suited for the Riemann—Hilbert
theory. In Sect. 3, taking a system of coupled fourth-order AKNS equations as an example,
we analyze analytical properties of matrix eigenfunctions for an equivalent spectral problem,
and build a kind of Riemann—Hilbert problems associated with the newly introduced spectral
problem. In Sect. 4, we compute soliton solutions to the considered six-component system
of coupled fourth-order AKNS equations from a specific Riemann—Hilbert problem on the
real line, in which the jump matrix is taken as the identity matrix. In Sect. 5, we present a
summary of the results and some concluding remarks.

2 Six-component AKNS soliton hierarchy
2.1 Zero curvature formulation

Let us first recall the zero curvature formulation to construct soliton hierarchies (Tu 1989).
Assume that u denotes a vector potential and A, a spectral parameter. Choose a square spectral
matrix U = U (u, 1) from a given matrix loop algebra. Try a Laurent series

W=W(u,xr = Z Wir ™k = Z LAY 2.1)
k=0 k=0

to solve the corresponding stationary zero curvature equation
Wy =i[U, W]. (2.2)
Based on this solution W, we introduce a series of Lax matrices
VI = v, ) = W W) + A, >0, 2.3)

where the subscript + means to take a polynomial part in A and A,, r > 0, are appropriate
modification terms, and then generate a soliton hierarchy

u; = K,(u) = Ky (x,t,u,uy,...), r=0, 2.4
from a series of zero curvature equations
U — vl i, viili=o0, r=>o. (2.5)

The two matrices U and V"1 are called a Lax pair (Lax 1968) of the r-th soliton equation
in the hierarchy (2.4). Note that the zero curvature equations in (2.5) are the compatibility
conditions of the spatial and temporal matrix spectral problems

—igy=Up=U, Mg, —igy=V"p=vIune, r=>o, (2.6)

where ¢ is the matrix eigenfunction.
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To explore the Liouville integrability of the soliton hierarchy (2.4), we normally furnish
a bi-Hamiltonian structure (Magri 1978):

— = , > 1, 2.7
Su Su "= 2.7

where J and M form a Hamiltonian pair and % denotes the variational derivative (see,
e.g., Ma and Fuchssteiner 1996). The Hamiltonian structures can be often achieved through
applying the trace identity (Tu 1989; Ma 1992a,b):

B U ) U A d
—/tr W— )dx =27 — |[Wu(W—])|, y=—=Z—In(W?)], 28)
Su A ER du 2 dA

or more generally, the variational identity (Ma and Chen 2006):
8 oU _, 0 U A d
— [ (W, == )dx =2 — | MW, —)|, yv=——I[(W,W)], (29
du oA ar ou 2da

where (-, -) is a non-degenerate, symmetric and ad-invariant bilinear form on the underlying
matrix loop algebra (Ma 2009). The bi-Hamiltonian structure guarantees (Magri 1978) that
there exist infinitely many commuting Lie symmetries {K,}>°, and conserved quantities

{H,)2%:

[Knl, an] = K;;l[an] - K;/lz[Knl] = 0:

~ T ~
~ ~ SH,, SHy
{Hmaan}N=/.< 1) N 2dx=0,

Su Su

where ny,ny > 0, N = J or M, and K’ stands for the Gateaux derivative of K with respect
to u:

9
K'w)[S] = %L_OK(M TS Uy +€Se,...).

It is well recognized that for an evolution equation with a vector potential u, H = [ Hdx

is a conserved functional iff % is an adjoint symmetry (Ma and Zhou 2002) and, thus,
the Hamiltonian structures links conserved functionals to adjoint symmetries and further
symmetries. Moreover, adjoint symmetries play a crucial role in formulating conservation
laws (Ma 2018a).

When the underlying matrix loop algebra in the zero curvature formulation is simple,
the associated zero curvature equations produce classical soliton hierarchies (Drinfeld and
Sokolov 1982); when semisimple, the associated zero curvature equations lead to a collection
of different soliton hierarchies; and when non-semisimple, we obtain hierarchies of integrable
couplings (Ma et al. 2006), which require extra care in presenting soliton solutions.

2.2 Six-component AKNS hierarchy

Let us begin with a 4 x 4 matrix spectral problem

oA p1 p2 p3

i — _ _ A 0 0
iy =Udp =Uu, M), U= Ug)ixs = & 0 wnr 0|

q3 0 0 apA

(2.10)
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where o and «p are two given real constants, A is a spectral parameter and u is a Six-
dimensional potential

u={p,gH" p=1pnpy), 9=(q.9.9)" (2.11)

A special case of pp = p3 = g2 = g3 = O transforms (2.10) into the AKNS spectral problem
(Ablowitz et al. 1974) and, therefore, this spectral problem is called a six-component AKNS
spectral problem. Since the matrix A = diag(c, a2, a2, @2) has a multiple eigenvalue, the
spectral problem (2.10) is degenerate.

To generate the associated AKNS soliton hierarchy, we first solve the stationary zero
curvature equation (2.2) corresponding to (2.10). We write a solution W as a compact form

a b
W:[c d:|’ (2.12)

where a is ascalar, bT and ¢ are three-dimensional columns, and d is a 3 x 3 matrix. Obviously,
the stationary zero curvature equation (2.2) becomes

ay =i(pc —bg), by =i(arb+ pd —ap), cy=1i(—aic+qga—dqg),
dy = i(gh — cp), 2.13)
where @ = o1 — . As normal, we look for a Laurent series solution as:

o0
a b - alml piml
W:[C d}:ZWm)\. m, Wm:Wm(u):[c[m] d[m]], mzo, (214)
m=0

with 6™ cl"1 and 4" being denoted by

T
piml — (b[lm]’ bgm]’ bgm]) ; cml — (cgm], cgm]’ cgnﬂ) , dml — (d;E';l])?’ ) m > 0.
: X

(2.15)
Then, the system (2.13) is equivalent to the following recursion relations:
=0, =0, a%=0, 4 =0, (2.16a)
1
plm+11 — 1 (—ibj[c”’] — pd™ _}_a[m]p)’ m >0, (2.16b)
o
1
Jmtn 1 (ic[[”] +qal™ — d[mlq) Cm>0, (2.16¢)
o

alm = (pc['”] - b['”]q) . dM™ = <qb['"] — c['"]p) ,  m>1. (2.16d)
Let us now fix the initial values as follows:
a% =gy, d% =g, 2.17)

where B, B, are arbitrary real constants and /3 is the identity matrix of size 3, and take
constants of integration in (2.16d) to be zero, that is, require

Wilu=0 =0, m>1. (2.18)

Thus, with al® and @Y given by (2.17), all matrices W,,,, m > 1, will be uniquely determined.
For instance, a direct computation, using (2.16), generates that

=L =Lyl azo, gl =0, (2.19a)
o o
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B B B < B
2 . 2 . 2
bl == Sipee o = Siqee d==25% pig; dy' = Spigi (2.19)
=1
g : g 3
b = — 5 | Prax +2 > piai | pe| e = o3 | Qa2 > pidi | ax |
j=1 j=l
(2.19¢)
3
B . 3 B .
¥ = =50 (pigjx = i) di' == 1 (Predic = Pige) (2.19d)
j=1
g d >
4 .
bt = S| prx 3 Do pias | P+ 3 D pids | i | (2.19)
o =1 j=1
8 d 3
C][C4] = —7i Q. xxx +3 Pj4qj | 9k.x +3 ijQj,x 9k | (2.19%)
a st o
5 3 2,
a¥ = ps 3 ijqj +Z(Pj4j,xx_Pj,XQj,x+Pj.XXQj) ) (2.19¢)
j=1 j=1
5 3
4
dlEl] = —y 3p1 ijq] qr + Plxxq9k — Pl.xqk,x + PGk, xx | s (219h)
j=1
p 3 3 3
5
b1[<] = 5 Dk xxxx +4 ijCIj Pkxx + 6ij,XQj +22Pij,x Ph.x
j=1 j=1 j=1
3 3 3 3 2
+ 4ij,quj+2ij,xqj,x+22qu]‘,xx+6 ijqj' Pk (
j=1 j=1 j=1 j=1
(2.191)
5 3 3 3
5
e = 5 Gerere 4| Do pids | Qe + (6D i +2)pjnds | Ghs
j=1 j=1 j=1
3 3 3 3 2
H 14 piqiax +2) Pindjx +2) piaxdi +6 Y pjg; Gk ¢ »
j=1 j=l1 j=1 J=1
(2.19j)
5 3 3
abl = ﬁi 6 Piqj (Pjgjx — Pjxaj)
j=1 j=1
3
+ (ijIj,xxx — Djxxxqj + Pjoxxqjx — pj,XQj,xx) ’ (2.19k)
j=1
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3
AP
kl _(XS

3
i12p0 (Y pixai — Pigjx | ax +4pix | D pias | ax
j=1 j=1
3
— DI Z Pj4j | 9k.x + Plxxxqk — Piqk,xxx + Pl,.xqk,xx — Plxxqk.x |5 (2.191)
j=1

where 8 = B — B and 1 < k,l < 3. Based on (2.16d), we can have, from (2.16b) and
(2.16c¢), a recursion relation for b and "1

clm+1] clml
pimtur [ =¥ pomr [» o m =1L, (2.20)
where ¥ is a 6 x 6 matrix operator

vl (3 + i qka“pk) Ii+qd~'p —q07"'q" = (qd~'¢")T
o P p+ ("o )" - (3+Zi=1 PkB“qk) I —pa~'q"
(2.21)
To generate the six-component AKNS soliton hierarchy, we introduce, for all integers
r > 0, the following Lax matrices

)
VIT= v = (V[ Daxa = Wy = Y Wit =0, 222)
k=0

where the modification terms are chosen as zero. The compatibility conditions of (2.6), i.e.,
the zero curvature equations (2.5), engender the six-component AKNS soliton hierarchy:

T [r+1]T
)4 | ab
Uur = |:q ]t = Kr =1 |:—ac[r+1]] , > 0. (223)

The first two nonlinear systems in the above soliton hierarchy (2.23) read

3
B .
Per=——5i | P +2| D piaj | |, 1=k <3, (2.24a)
j=1
ﬂ 3
G =i [qee+2( Y pjaj ||, 1=k<3, (2.24b)
j=1
and
8 B 3 3
Pri = =5 | Pranx +3 ij‘]j Pox +3 ij,xqj pe |, 1<k<3,
B j=1 j=1
(2.25a)
8 B 3 3
G = =3 | Qo +3 ijq;' Qix +3 ijqj,x g |, 1<k <3,
B j=1 j=1
(2.25b)
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which are the six-component versions of the AKNS systems of coupled nonlinear Schrédinger
equations and coupled mKdV equations, respectively. Under a symmetric reduction, the six-
component AKNS systems (2.24) can be reduced to the Manakov system (Manakov 1974),
for which a decomposition into finite-dimensional integrable Hamiltonian systems was made
in (Chen and Zhou 2012), while as the six-component AKNS systems (2.25) contain various
systems of mKdV equations, for which different kinds of integrable decompositions under
symmetry constraints are made (see, e.g., Ma 1995; Yu and Zhou 2006).

We shall consider the third nonlinear system, i.e., the system of coupled fourth-order
AKNS equations:

3 3 3

B .
Pkt = —3 1\ Pk.xxxx +4 ijQj Dkxx + 6ij,XQj+2ijQj,x Pk,x
* j=1 j=1 j=1
2

3 3 3 3
4D Pjaxti +2) Pjxdia +2) pidjax +6 D piai | | piy
j=1 j=1 j=1 j=1

1 <k<3, (2.26a)
3 3 3

B .
qk,t = _yl Gk xxxx +4 ijQj qk,xx + 62p,iq,/‘,x + 2ij,xqj qk,x
j=1 Jj=1 Jj=1

2
3 3 3 3
+ 4ZPj61j,xx+22pj,xq]',x+22pj,xx61j+6 ijq/' Gk ¢ >
j=1 j=1 j=1 j=1
l<k=<3. (2.26b)

There is no much study on this system of coupled fourth-order AKNS equations. We are
going to build a kind of Riemann—Hilbert problems for this system and compute its soliton
solutions by solving reduced Riemann—Hilbert problems.

There exists a Hamiltonian structure (Ma and Zhou 2002) for the six-component AKNS
soliton hierarchy (2.23), which can be furnished through applying the trace identity (Tu
1989), or more generally, the variational identity (Ma and Chen 2006). Actually, we have

U >
—itr (Wﬁ> =aja + artr(d) = Z (oqa['"] + azdl[rln] + azdg;]) A",

m=0
and
) U c _
m=>0

Inserting these into the trace identity and considering the case of m = 2 tell y = 0, and, thus

SHy .
V = le_l, m = 1, (227)
where
[_NI — i [m+1] d[m+l] d[m+1] d _ clml 1
m= —a — aady —a2dyy x, Gp-1 = plmIT | m = 1.
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It then follows that a bi-Hamiltonian structure of the six-component AKNS systems (2.23):

8H, 1 SH,
u =K, =JG,=J——=M—, r>1, (2.28)
Su Su

where the Hamiltonian pair (J, M = J¥) is given by

_ 0 al3
J= [_a 50 } (2.292)
o plo~lp+pla-ipT —(3+213<=1 Pka_lqk> —plo~lqT
=i
_(3+Z]3¢:1Pk3_161k> —qdp g7 1gT + (g7 1gDT

(2.29b)

Adjoint symmetry constraints (or equivalently symmetry constraints) decompose the six-
component AKNS systems into two commuting finite-dimensional Liouville integrable
Hamiltonian systems (Ma and Zhou 2002). In the next section, we shall concentrate on
the six-component system of coupled fourth-order AKNS equations (2.26).

3 Riemann-Hilbert problems on the real line

The spectral problems of the six-component system of fourth-order AKNS equations (2.26)
are

—igy =Up=U,Np, —idy =V =vHu, n)e, 3.1
with
U=xA+P, VW =342+ 0, (3.2)
where A = diag(ag, a2, o2, a2), 2 = diag(B1, B2, B2, B2), and
0 p al23 4 a2 4 gl 4 ¥ plIp3 4 pl2132 4 pBI) 4 pl4l
P= [q o] » 2T [ D3 2132 4 (Bl 4 o gli1p3 4 gl20)2 4 gBl) 4 d[‘”] ’
(3.3)

in which u, p, ¢ are defined by (2.11), and a™!, U1 Ml glml 1 < m < 4, are determined
in (2.19).

In this section, we discuss the scattering and inverse scattering for the six-component
fourth-order AKNS system (2.26), through using the Riemann—Hilbert formulation (Novikov
et al. 1984) (see also Gerdjikov 2005; Doktorov and Leble 2007). The resulting results will
lay the groundwork for a successful construction of soliton solutions in the next section.
Assume that all the six potentials rapidly vanish when x — £o00 or t — 00 and satisfy the
integrable conditions:

o0 o0 3
[ e S ap v dxdr < oo mima =01 G

For the sake of presentation, we also assume that
a=a1—a2 <0, B=p1—B2<0, 3.5)

and the other cases can be done similarly.
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From the spectral problems in (3.1), we note, under (3.4), that when x,7 — o0, we
have the asymptotic behavior: ¢ ~ e/*4<+ e Therefore, upon making the variable trans-
formation

¢ =YE, E,= ei)qu+i)»4.Qt7 (3.6)
we have the canonical normalization:
Y — Iy, whenx,t — oo, 3.7

where 14 is the identity matrix of size 4. Obviously, the equivalent pair of spectral problems
to (3.1) is given by

Vi = iMA Y1+ Py, (3.8)
v = xR, Y]+ 09, (3.9)

where P = i P and Q =iQ. Due to tr(I;) = tr(Q) = 0, one obtains
dety =1, (3.10)

by a generalized Liouville’s formula (Ma et al. 2016a).

Let us now formulate an associated Riemann—Hilbert problem with the variable x. In
the scattering problem, we first introduce the matrix solutions YE(x, 1) of (3.8) with the
asymptotic conditions

wi — I4, when x — Fo00, (3.11)

respectively. The superscripts indicated above refer to which end of the x-axis the boundary
conditions are required for. Then, based on (3.10), one sees det wi = 1 forall x € R.
Because ¢ = YFTE, E = e*4* are both solutions of (3.1), they are linearly dependent
and, therefore, one can have

YV E=vyYES(Q), )eR, (3.12)
where

S11 812 S13 S14

SOy = | %20 52 5B Su R (3.13)
§31 S§32 8§33 834

S41 S42 543 S44

is the scattering matrix. Note that one has det S(A) = 1 because of det Yt =1.

Applying the method of variation in parameters and using the boundary condition (3.11),
we can turn the x-part of (3.1) into the following Volterra integral equations for ¥ * (Novikov
et al. 1984):

X

Y Onx) = I+ / A B () (h, y)e A0 dy, (3.14)
" v |

WO x) = I — / G Byt (. y)e A0 gy, (3.15)

Thus, the two solutions ¥+ allows analytical continuations off the real line A € R provided
that the integrals on their right hand sides converge. Based on the diagonal form of A, we can
directly see that the integral equation for the first column of ¢ ~ contains only the exponential
factor e/**=%) which decays because of y < x in the integral, when A is in the closed upper
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half-plane, and the integral equation for the last three columns of ¥ contains only the
exponential factor e '**V=¥) which also decays because of y > x in the integral, when A is
in the closed upper half-plane C*. Hence, these four columns can be analytically continued
to the closed upper half-plane. In a similar manner, we can find that the last three columns of
¥~ and the first column of ¥ can be analytically continued to the closed lower half-plane.
Upon expressing

Y = (T YY), (3.16)
that is, w,fc stands for the kth column of qbi (1 <k < 4), the matrix solution
Pt =PT,0) =W v v ) =v Hi+yTH, (3.17)

is analytic in A € C* and continuous in A € (C(J)r , and the matrix solution
WYy Vs W) =T H T (3.18)
is analytic in A € C™ and continuous in A € (Ca , where the two basic matrices are
H; =diag(1,0,0,0), H,=diag(0,1,1,1). (3.19)
In addition, from the Volterra integral equation (3.14), we see that
Pt(x,)) = L, wheni e C{ — oo, (3.20)
and
W ¥y ¥y, ¥,) — L, wheni e Cy — oo. (3.21)

Next, we construct the analytic counterpart of P in the lower half-plane. Note that the
adjoint equation of the x-part of (3.1) and the adjoint equation of (3.8) are as follows:

id, = U, (3.22)
and
iV =AY, Al + ¥ P. (3.23)

Just a direct computation shows that the inverse matrices &i = (d)i)_] and lﬂi = (wi)_]
solve these adjoint equations, respectively. Let we express ¥ as follows:

VA I N (3.24)

that is, &i’k stands for the kth row of lﬁi (1 < k < 4), and then we can explore by similar
arguments that the adjoint matrix solution

—
J+2
p= g+,3
A

=H\Y +Hy T =H@ )+ HByhH! (3.25)
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is analyticin A € C™ and continuous in A € C;, and the other matrix solution

lZ+,1
y? 7 7 1 1
el HYT + By~ = H@) ™ + Ky 7))~ (3.26)
s
is analytic in A € C* and continuous in A € (C(J{. In the same way, one sees that
P~ (x,A) — Iy, wheni € Cj — oo, (3.27)
and
1&4—,1
2
j-3 | T whenke C§ — oo. (3.28)
g

Now, we have built the two matrix functions P and P~, which are analytic in C* and
C~ and continuous in (Cg and C, respectively. We can directly find that on the real line, the
two matrix functions P+ and P~ are related by

P (x,)PT(x,)) =G(x,1), reR, (3.29)
where
G(x, 1) = E(H, + HbS)(H, + S~ Hy)E™!
1 512 813 Si4
so1 1 0 O

s31 0 1 0
ss1 0 0 1

— E E-! (3.30)

with S~ = (5 )4x4. Then, the corresponding Riemann—Hilbert problems are determined
by

Gt(x, ) =G (x,)G(x, 1), reR, (3.31)

where Gt = P+ and G~ = (P~)~! are analytical in the upper and lower half-planes
and continuous in the closed upper and lower half-planes, respectively. The Eq. (3.31) with
(3.30) is exactly the associated matrix Riemann—Hilbert problem we wanted to build. The
asymptotic properties

GE(x,1) — I3, whenx € Cf — oo, (3.32)
provide the canonical normalization conditions for the presented Riemann—Hilbert problem.

To complete the direct scattering transform, we take the derivative of (3.12) with time ¢
and use the vanishing conditions of the potentials. This way, we can show that S satisfies

S, = iz, S, (3.33)
which gives rise to

STl = 8200 = 833, = Sd; = 8§23 = S241 = 8300 = S34,1 = 42,1 = $43,; = 0,
v 4 s 4
s12 = 51200, VPP, 513 = 5130, WP 514 = 5140, Ve P (3.34)
534 34 534
s21 = 521(0, e PMT 53y = 531(0, M)e PR sqp = 541 (0, M)eTIAMT

Those are the time evolution of the scattering coefficients.

@ Springer f bMA



Riemann-Hilbert problems of a six-component fourth-order AKNS system... 6371

4 Soliton solutions

The Riemann—Hilbert problems with zeros lead to soliton solutions, which can be solved
by transforming into the ones without zeros (Novikov et al. 1984). The uniqueness of the
associated Riemann—Hilbert problem (3.31) does not hold unless the zeros of det P+ and
det P~ in the upper and lower half-planes are specified and the kernel structures of P* at
these zeros are well determined (Shchesnovich 2002; Shchesnovich and Yang 2003). Based
on the definitions of P* and the scattering relation between the two matrix eigenfunctions
YT and ¥, one finds, noting that det ¥ = 1, that

det PT(x,A) =s11(A), det P~ (x, 1) = §11(0), 4.1)
where, due to det S = 1, one has

1 8§22 8§23 524
S11=(5")11 =532 533 $34]. 4.2)
sS4 S43 S44

As usual, assume that sy has zeros {A;y € CT, 1 < k < N}, and §;; has zeros {):k €
C~, 1 <k < N}. To get soliton solutions, we also assume that these zeros, A and ):k, 1<
k < N, are all simple. Thus, each of ker P (x, A;), 1 < k < N, contains only a single
column vector, denoted by vg, 1 < k < N; and each of ker P~ (x, ik), 1<k <N,arow
vector, denoted by ¢, | <k < N:

Pr, M)u =0, 0P (x, ar) =0, 1<k<N. (4.3)

The Riemann—Hilbert problem (3.31) with the canonical normalization conditions in
(3.32) and the zero structures in (4.3) can be solved precisely (Novikov et al. 1984; Kawata
1984) and, therefore, one can readily compute the matrix P determining the potentials as
follows. Note that P is a solution to the spectral problem (3.8). Thus, as long as we expand
P atlarge A as

i [ 1
P (x,A)=I4+XP1 x)+0 ) A — 00, 4.4
by inserting this series expansion into (3.8) and balancing O(1) terms, we obtain
P =—i[A, P[], (4.5)
which leads to that
0+ —a(PHn —a(P )13 —a(P )i
o 1 | 2P 0 0 0
P=—[A P]= Ol(P1+)31 0 0 0 , (4.6)
a(P s 0 0 0

where we denote Pfr = ((P;r)kl)lfk,lg. Now, the six potentials p; and g;, 1 <i < 3, can
be presented as follows:

{Pl =—a(P)n. pr=—a(P)iz, p3s=—a(P)u,

4.7
g =a(Par. g =a(P31, g3 =a(PNar. @7

To compute soliton solutions, we take G = I4 in the above Riemann—Hilbert problem
(3.31). This can be achieved exactly if we assume sj2 = 513 = 514 = 21 = 531 = 8541 = 0,
which means that there is no reflection in the scattering problem. The solutions to this specific
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Riemann—Hilbert problem can be determined by (see, e.g., Novikov et al. 1984; Kawata
1984):

N -1 ~ N -1 N
M M
R A e L O L R D LY
K= AT k=1 M
where M = (my;) N« N 1S a square matrix whose entries are defined by
Y
my; = —, 1 <k/I[I<N. 4.9)
M — Ak

Note that the zeros A; and ):k are constants, i.e., space and time independent and, thus,
we can easily find the spatial and temporal evolutions for the vectors, vy (x, t) and ¢ (x, ),
1 <k < N. For example, let us take the x-derivative of both sides of the equations

PT(x,M)ue =0, 1<k<N. (4.10)
Further using (3.8) first and then (4.10), we obtain

d
PT(x, a) (% - ikkAvk> —0, 1<k<N.
X

Without loss of generality, we can take

duy

— =iMAv, 1<k<N. 4.11)
dx
The time dependence of vy:
d
% —ixtQu, 1<k<N, (4.12)

can be obtained similarly through the ¢-part of the matrix spectral problem (3.9). To conclude,
one can have

ve(x, 1) = e AR, (] < < N, (4.13)
B (x, 1) = D oo MHATIHL | <k < N, (4.14)

where vg 0 and 0x 9, 1 < k < N, are arbitrary constant column and row vectors, respectively.
Lastly, from the solutions in (4.8), we get

N

P =- Z v (MY, (4.15)
k=1

and thus, further through the presentations in (4.7), the N-soliton solution to the six-
component system of coupled fourth-order AKNS equations (2.26):

N “1y A N —1y A
Pr=0a i vt (M~ Do, p2=oa ) oy vt (M~ )iy s,
N “1y A N —1y A
py=ay v d (M Dutrg, qr=—ad ;g vk 2(M™ )b, (4.16)
N “1y A N TN
@ =—ay v 3(M Dy, g3 =—ad )y vk a(M ™),

where v; = (g1, U2, U3, Uk,4) T and O = (0k 1, Ok 2, k.3, Dk.4), | < k < N, are defined
by (4.13) and (4.14) involving 2N arbitrary constant vectors vg o’s and 9 o’s, respectively.
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5 Concluding remarks

The paper is dedicated to a general formulation of Riemann—Hilbert problems and associated
N-soliton solutions for integrable equations. An important step is to introduce a kind of
equivalent matrix spectral problems, which guarantee the existence of bounded analytical
eigenfunctions in the upper or lower half-plane. We considered a 4 x 4 degenerate AKNS
matrix spatial spectral problem and generated the corresponding soliton hierarchy which has
a bi-Hamiltonian structure. Taking the system of coupled fourth-order AKNS equations as
an illustrative example, we built its associated Riemann—Hilbert problems and computed
an explicit formula for the jump matrix. Upon taking the jump matrix to be the identity
matrix in the presented Riemann—Hilbert problems, we worked out N-soliton solutions to
the considered six-component system of coupled fourth-order AKNS equations.

The Riemann—Hilbert approach is quite effective in computing soliton solutions (see also,
e.g., Xiao and Fan 2016; Geng and Wu 2016; Wang et al. 2010; Ma 2018b). Moreover, the
approach has been successfully generalized to attempt initial-boundary value problems of
integrable equations on the half-line (see, e.g., Fokas and Lenells 2012; Hu et al. 2018).
There are many other approaches to soliton solutions in the field of integrable equations,
which include the Hirota direct method (Hirota 2004), the generalized bilinear technique
(Ma 2011), the Wronskian technique (Freeman and Nimmo 1983; Ma and You 2005) and the
Darboux transformation (Matveev and Salle 1991). All kinds of connections among different
approaches would be interesting and important. Moreover, about coupled mKdV equations,
there exist many studies such as integrable couplings (Xu 2010; Wang et al. 2014), super
hierarchies (Dong et al. 2015) and fractional analogous equations (Dong et al. 2016; Guo
et al. 2018), and an important topic for further study is a Riemann—Hilbert formulation for
solving those generalized integrable counterparts.

It is always interesting to look for other kinds of exact solutions to integrable equations,
including position and complexiton solutions (Matveev 1992; Ma 2002), lump solutions
(Satsuma and Ablowitz 1979; Ma et al. 2016b; Zhang et al. 2017; Ma and Zhou 2018), and
algebro-geometric solutions (Belokolos et al. 1994; Gesztesy and Holden 2003), through
applying Riemann—Hilbert techniques. It is hoped that our results could be helpful in recog-
nizing those exact solutions from the perspective of Riemann—Hilbert problems. Particularly,
interaction solutions (see, e.g., Ma et al. 2018) would deserve our further investigation by
Riemann—Hilbert techniques.
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