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a b s t r a c t 

In this work, we investigate the two-component modified Korteweg-de Vries (mKdV) equa- 

tion, which is a complete integrable system, and accepts a generalization of 4 × 4 matrix 

Ablowitz–Kaup–Newell-Segur (AKNS)-type Lax pair. By using of the unified transform ap- 

proach, the initial-boundary value (IBV) problem of the two-component mKdV equation 

associated with a 4 × 4 matrix Lax pair on the half-line will be analyzed. Supposing that 

the solution { u 1 ( x , t ), u 2 ( x , t )} of the two-component mKdV equation exists, we will show 

that it can be expressed in terms of the unique solution of a 4 × 4 matrix Riemann–Hilbert 

problem formulated in the complex λ-plane. Moreover, we will prove that some spectral 

functions s ( λ) and S ( λ) are not independent of each other but meet the global relationship. 

© 2018 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

 

 

 

1. Introduction 

It is well known that the modified Korteweg-de Vries (mKdV) equation is one of the most important integrable systems

in mathematics and physics which reads 

u t + u xxx + 6 εu 

2 u x = 0 , ε = ±1 , (1.1)

and which is a natural extension of the KdV equation, whose can be describe acoustic wave in a certain anharmonic lattice

and the Alfven wave in a cold collision-free plasma. The mKdV equation have been studied extensively because of their

physical significance [1–5] . 

Currently, much attention is paid to the multi-component equations [3,6–8] for their important physical applications in

many fields, such as fluid mechanics, nonlinear optics to Bose–Einstein condensates, and field theories [6–8] . In addition,

multi-component equations possess abundant solution structures and appealing soliton collision phenomena [9–11] . For

instance, when the polarization effect is included in the problem of pulse propagation along the optical fiber, the scalar

nonlinear Schrödinger (NLS) [12] equation which governs the propagation of light pulses with fixed polarization should be

replaced by a two-component generalization of the NLS equation. 
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Like the NLS equation, generally speaking, there exist two categories of the mKdV equation. One example is a vector

version of the mKdV equation proposed by Yajima and Oikawa [2] , the vector mKdV (vmKdV) equation has been studied

extensively on the integrability associated with explicit form of the Lax pair [13] , the initial value problem [9] , infinitely

many conservation laws [14] , soliton solutions given by the Darboux transformation (DT) [14] and by the bilinear approach

[7] and by the inverse scattering transform (IST) [9] , etc. Besides, the algebro-geometric solutions of the vmKdV equation

associated with a 3 × 3 matrix spectral problem on the basis of the theory of algebraic curves [15] . 

An other example is a matrix version of the mKdV equation studied by Athorne and Fordy [3] . In 1997, Iwao and Hirota

[7] discussed a simple coupled version of the mKdV equation 

u j,t + 6 

( 

N ∑ 

k,l=1 

c kl u k u l 

) 

u j,x + u j,xxx = 0 , j = 1 , 2 , . . . , N, (1.2)

it is not difficulty to find that system (1.2) can be transformed into the following normalized multi-component mKdV equa-

tions [8] 

u j,t + 6 

( 

N ∑ 

k =1 

εk u 

2 
k 

) 

u j,x + u j,xxx = 0 , εk = ±1 , j = 1 , 2 , . . . , N. (1.3)

Recently, the initial-boundary value (IBV) problems for the mKdV equation on the half-line are studied via the unified

transform approach [5] , the unified transform approach can be used to study the IBV problems for both linear and nonlinear

integrable evolution PDEs with 2 × 2 Lax pairs [16–22] . Just like the IST on the line, the unified transform method gets an

expression for the solution of an IBV problem in terms of the solution of a Riemann–Hilbert (RH) problem. In 2012, Lenells

extended the unified transform method to study the IBV problems for integrable nonlinear equations with 3 × 3 Lax pairs

[23] . After that, many researchers have devoted their attention to studying IBV problems for integrable evolution equations

with higher-order Lax pairs, the IBV problem for the many integrable system with 3 × 3 or 4 × 4 Lax pairs are studied, such

as, the Degasperis–Procesi equation [24,25] , the Ostrovsky–Vakhnenko equation [26] , the Sasa–Satsuma equation [27] , the

three wave equation [28] , the spin-1 Gross–Pitaevskii equations [29] and others [30–33] . These authors have also done some

work on integrable equations with 2 × 2 or higher-order Lax pairs [21,34–36] . In particular, an effective way analyzing the

asymptotic behaviour of the solution is based on this RH problem and by using the nonlinear version of the steepest descent

method introduced by Deift and Zhou [37] . 

Most recently, Geng et al. [13,38] discussed the IBV problem of the coupled mKdV (vector version) equation on the

half-line. To the best of our knowledge, the IBV problem of the two-component mKdV equation (simple matrix version)

has not been studied. In this work, by using the unified transform method, we investigate the self-focusing type case of

two-component mKdV equation which reads {
u 1 ,t + 6(u 

2 
1 + u 

2 
2 ) u 1 ,x + u 1 ,xxx = 0 , 

u 2 ,t + 6(u 

2 
1 + u 

2 
2 ) u 2 ,x + u 2 ,xxx = 0 . 

(1.4)

That is to say, we consider the following initial-boundary value problem of the two-component mKdV equation. The IBV

problems of system (1.4) on the interval will be presented in another paper. 

Throughout this paper, we consider the half-line domain � and the IBV problems for system (1.4) as follows 

Half-line domain (see Figure 1) : � = { 0 < x < ∞ , 0 < t < T };
Initial values : u 0 (x ) = u 1 (x, t = 0) , v 0 (x ) = u 2 (x, t = 0) ;
Dirichlet boundary values : p 0 (t) = u 1 (x = 0 , t ) , q 0 (t ) = u 2 (x = 0 , t) ;
Neumann boundary values : p 1 (t) = u 1 ,x (x = 0 , t ) , q 1 (t ) = u 2 ,x (x = 0 , t) . 

(1.5)

Here u 0 ( x ) and v 0 (x ) belong to the Schwartz space. 

The outline of the present paper is as follows. In Section 2 , two sets of eigenfunctions { μ j } 3 1 
and { M n } 4 1 

of the Lax pair

for spectral analysis are given, and further determine some spectral functions which meet a so-called global relationship.

In Section 3 , we prove that { u 1 ( x , t ), u 2 ( x , t )} can be described in terms of the unique solution of a 4 × 4 matrix Riemann–

Hilbert problem formulated in the complex λ-plane. The last section is devoted to giving some conclusions. 

2. The spectral analysis 

The two-component mKdV Eq. (1.4) admits the 4 × 4 Lax pair {
ψ x = F ψ = (−iλ� + F 0 ) ψ, 

ψ t = Gψ = (−4 iλ3 � + 4 λ2 F 0 + 2 iλG 1 + G 0 ) ψ, 
(2.1)
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here ψ = ψ(x, t, λ) is a 4 × 4 matrix-valued or a 4 × 1 column vector-valued spectral function, and 4 × 4 matrix � =
diag{ 1 , 1 , −1 , −1 } and the 4 × 4 matrix-valued functions F 0 , G 0 and G 1 are defined by 

F 0 (x, t) = 

⎛ 

⎜ ⎝ 

0 0 u 1 u 2 

0 0 −u 2 u 1 

−ū 1 ū 2 0 0 

−ū 2 −ū 1 0 0 

⎞ 

⎟ ⎠ 

, G 0 (x, t) = 

⎛ 

⎜ ⎜ ⎝ 

G 

(0) 
11 

G 

(0) 
12 

G 

(0) 
13 

G 

(0) 
14 

−G 

(0) 
12 

G 

(0) 
11 

−G 

(0) 
14 

G 

(0) 
13 

G 

(0) 
31 

G 

(0) 
32 

−G 

(0) 
11 

−G 

(0) 
12 

−G 

(0) 
32 

G 

(0) 
31 

G 

(0) 
12 

−G 

(0) 
11 

⎞ 

⎟ ⎟ ⎠ 

, 

G 1 (x, t) = 

⎛ 

⎜ ⎝ 

| u 1 | 2 + | u 2 | 2 −u 1 ̄u 2 + ū 1 u 2 u 1 ,x u 2 ,x 

u 1 ̄u 2 − ū 1 u 2 | u 1 | 2 + | u 2 | 2 −u 2 ,x u 1 ,x 

ū 1 ,x −ū 2 ,x −| u 1 | 2 − | u 2 | 2 u 1 ̄u 2 − ū 1 u 2 

ū 2 ,x ū 1 ,x −u 1 ̄u 2 + ū 1 u 2 −| u 1 | 2 − | u 2 | 2 

⎞ 

⎟ ⎠ 

. (2.2) 

with 

G 

(0) 
11 

= −ū 1 u 1 ,x + u 1 ̄u 1 ,x − ū 2 u 2 ,x + u 2 ̄u 2 ,x , G 

(0) 
12 

= u 1 ,x ̄u 2 − u 1 ̄u 2 ,x + ū 1 ,x u 2 − ū 1 u 2 ,x , 

G 

(0) 
13 

= −u 1 ,xx − 2 ̄u 1 (u 

2 
1 − u 

2 
2 ) − 4 u 1 | u 2 | 2 , G 

(0) 
14 

= −u 2 ,xx + 2 ̄u 1 (u 

2 
1 − u 

2 
2 ) − 4 u 2 | u 1 | 2 , 

G 

(0) 
31 

= u 1 ,xx + 2 u 1 (| ̄u 1 | 2 − | ̄u 2 | 2 ) + 4 ̄u 1 | u 2 | 2 , G 

(0) 
32 

= −u 2 ,xx + 2 u 2 (| ̄u 1 | 2 − | ̄u 2 | 2 ) + 4 ̄u 2 | u 1 | 2 . 
Direct computations display that the zero-curvature equation U x − V t + UV − V U = 0 exactly gives system (1.4) . 

2.1. The closed one-form 

We find that Lax pair Eq. (2.1) can be written as {
ψ x + iλ�ψ = P (x, t) ψ, 

ψ t + 4 iλ3 �ψ = Q(x, t, λ) ψ, 
(2.3) 

where 

P (x, t) = F 0 (x, t) , Q(x, t, λ) = 4 λ2 F 0 + 2 iλG 1 + G 0 . (2.4)

Introduce a new eigenfunction μ( x , t , λ) by the transform 

ψ(x, t, λ) = μ(x, t, λ) e −(iλ�x +4 iλ3 �t) , (2.5) 

and then the Lax pair Eq. (2.3) becomes {
μx + iλ[�, μ] = P (x, t) μ, 

μt + 4 iλ3 [�, μ] = Q(x, t, λ) μ, 
(2.6) 

and Eq. (2.6) gets to a full derivative form 

d(e iλ
ˆ �x +4 iλ3 ˆ �t μ(x, t, λ)) = W (x, t, λ) , (2.7) 

where the closed one-form W ( x , t , λ) is defined by 

W (x, t, λ) = e (iλx +4 iλ3 t) ̂ �(P (x, t) dx + Q(x, t, λ) dt) μ, (2.8)

and ˆ σ4 represents a matrix operator acting on 4 × 4 matrix X by ˆ σ4 X = [ σ4 , X] and by e x ̂ σ4 X = e xσ4 Xe −xσ4 (see Lemma 2.4 ). 

2.2. The basic eigenfunction μj ’s 

Suppose that u 1 ( x , t ) and u 2 ( x , t ) are sufficiently smooth functions in the half-line region � = { 0 < x < ∞ , 0 < t < T } , and

decay sufficiently when x → ∞ . { μ j (x, t, λ) } 3 
1 

are the 4 × 4 matrix valued functions, based on the Volterra integral equation,

we can define the three eigenfunctions { μ j (x, t, λ) } 3 
1 

of Eq. (2.6) by 

μ j (x, t, λ) = I + 

∫ 
γ j 

e −(iλx +4 iλ3 t) ̂ �W j (ξ , τ, λ) , j = 1 , 2 , 3 , (2.9)

where I = diag{ 1 , 1 , 1 , 1 } is a 4 × 4 identity matrix, W j is determined Eq. (2.8) , where μj replaces μ, and the contours { γ j } 31
are smooth curves from ( x j , t j ) to ( x , t ), and (x 1 , t 1 ) = (0 , T ) , (x 2 , t 2 ) = (0 , 0) , (x 3 , t 3 ) = (∞ , t) (see Fig. 2 ). 

Thus, we have the following inequalities are hold true for the point ( ξ , τ ) on the each contour 

γ1 : x − ξ ≥ 0 , t − τ ≤ 0 ;
γ2 : x − ξ ≥ 0 , t − τ ≥ 0 ;
γ3 : x − ξ ≤ 0 , t − τ = 0 . (2.10) 
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Fig. 1. The region � in the ( x , t ) plan. 

Fig. 2. The three contours γ 1 , γ 2 , γ 3 in the ( x , t )-domaint. 

Fig. 3. The sets D n , n = 1 , 2 , which decompose the complex λ−plane. 

 

 

 

 

 

 

As the one-form W j is closed, thus μj are independent of the path of integration. Choose the paths of integration to be

parallel to the x and t axes, then Eq. (2.9) is change into the follow form 

μ j (x, t, λ) = I + 

∫ x 

x j 

e −iλ(x −ξ ) ̂ �(P μ j )(ξ , t, λ) dξ + e −iλ(x −x j ) ̂ �

∫ t 

t j 

e −4 iλ3 (t−τ ) ̂ �(Qμ j )(x j , τ, λ) dτ, ( j = 1 , 2 , 3) , (2.11)

Let [ μj ] k denote the k th column vector of μj , Eq. (2.10) implies that the first, second, third and fourth columns of the

matrices Eq. (2.9) contain the following exponential term 

[ μ j ] 1 : e 
2 iλ(x −ξ )+8 iλ3 (t−τ ) , e 2 iλ(x −ξ )+8 iλ3 (t−τ ) , 

[ μ j ] 2 : e 2 iλ(x −ξ )+8 iλ3 (t−τ ) , e 2 iλ(x −ξ )+8 iλ3 (t−τ ) , 

[ μ j ] 3 : e −2 iλ(x −ξ ) −8 iλ3 (t−τ ) , e −2 iλ(x −ξ ) −8 iλ3 (t−τ ) , 

[ μ j ] 4 : e −2 iλ(x −ξ ) −8 iλ3 (t−τ ) , e −2 iλ(x −ξ ) −8 iλ3 (t−τ ) . (2.12)

Thus, we can show that the eigenfunctions { μ j (x, t, λ) } 3 
1 

are bounded and analytic for λ ∈ C such that λ belongs to 

μ1 is bounded and analytic for λ ∈ (D 2 , D 2 , D 4 , D 4 ) , 

μ2 is bounded and analytic for λ ∈ (D 1 , D 1 , D 3 , D 3 ) , 

μ3 is bounded and analytic for λ ∈ (C −, C −, C + , C + ) , (2.13)

where C − = D 3 ∪ D 4 and C + = D 1 ∪ D 2 denote the lower half-plane and the upper half-plane, respectively, and { D n } 4 1 denote

four open, pairwisely disjoint sub-sets of the Riemann λ-plane are shown in Fig. 3 . 

And these sets { D n } 4 1 
have the following properties: 

D 1 = { λ ∈ C | Re l 1 = Re l 2 > Re l 3 = Re l 4 , Re z 1 = Re z 2 > Re z 3 = Re z 4 } , 
D 2 = { λ ∈ C | Re l 1 = Re l 2 > Re l 3 = Re l 4 , Re z 1 = Re z 2 < Re z 3 = Re z 4 } , 
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D 3 = { λ ∈ C | Re l 1 = Re l 2 < Re l 3 = Re l 4 , Re z 1 = Re z 2 < Re z 3 = Re z 4 } , 
D 4 = { λ ∈ C | Re l 1 = Re l 2 < Re l 3 = Re l 4 , Re z 1 = Re z 2 > Re z 3 = Re z 4 } , (2.14) 

where l i ( λ) and z i ( λ) are the diagonal elements of the 4 × 4 matrix −iλ� and −4 iλ3 �, respectively. 

Moreover, since μ1 ( x , t , λ) and μ2 ( x , t , λ) are entire functions of λ, and in their corresponding regions of boundedness,

we have 

μ j (x, t, λ) = I + O 

(
1 

λ

)
, λ → ∞ , j = 1 , 2 , 3 . (2.15)

In fact, μ1 (0, t , λ) and μ2 (0, t , λ) can be enlarged the domain of boundedness ( D 2 ∪ D 3 , D 2 ∪ D 3 , D 1 ∪ D 4 , D 1 ∪ D 4 ) and

( D 1 ∪ D 4 , D 1 ∪ D 4 , D 2 ∪ D 3 , D 2 ∪ D 3 ) for x = 0 , respectively. 

2.3. The symmetry of eigenfunctions 

For the convenience of the analysis, we write a 4 × 4 matrix X = (X i j ) 4 ×4 as follows 

X = 

(
˜ X 11 

˜ X 12 

˜ X 21 
˜ X 22 

)
, ˜ X 11 = 

(
X 11 X 12 

X 21 X 22 

)
, ˜ X 12 = 

(
X 13 X 14 

X 23 X 24 

)
, ˜ X 21 = 

(
X 31 X 32 

X 41 X 42 

)
, ˜ X 22 = 

(
X 33 X 34 

X 43 X 44 

)
. (2.16) 

As F (x, t, λ) = −iλ� + P (x, t) , G (x, t, λ) = 4 iλ3 � + Q(x, t, λ) , and by the symmetry properties of F ( x , t , λ) and G ( x , t , λ), it is

not difficult to find that the eigenfunction μ( x , t , λ) have the symmetries 

( ̃  μ(x, t, λ)) 11 = Y −1 ( ̃  μ(x, t, ̄λ)) 22 Y 
−1 , ( ̃  μ(x, t, λ)) 12 = ( ̃  μ(x, t, ̄λ)) 

T 

21 , (2.17)

where Y −1 = diag(1 , −1) . 

Notice that 

Y ±(F (x, t, ̄λ)) Y ± = −F (x, t, λ) T , Y ±(G (x, t, ̄λ)) Y ± = −G (x, t, λ) T , (2.18)

where P ± = diag(±1 , ±1 , ∓1 , ∓1) . 

Indeed, we note that the eigenfunctions ψ( x , t , λ) defined by the (2.3) and μ( x , t , λ) defined by the (2.6) have the same

symmetric relation 

ψ 

−1 (x, t, λ) = Y ±(ψ(x, t, ̄λ)) 
T 

Y ±, μ−1 (x, t, λ) = Y ±(μ(x, t, ̄λ)) Y ±. (2.19)

Moreover, as tr(F (x, t, λ)) = tr(G (x, t, λ) = 0 and μ( x , t , λ) is bounded in their corresponding regions, we find 

μ(x, t, λ) = I + O 

(
1 

λ

)
, λ → ∞ , (2.20) 

and det [ μ(x, t, λ)] = 1 . 

2.4. The minors of eigenfunctions 

We also need to consider the bounded and analytical properties of the minors of the matrices { μ j (x, t, λ) } 3 
1 
. Recall that

the cofactor matrix Z A (or the transpose of the adjugate) of a 4 × 4 matrix Z is defined by 

Z A = adj (Z) T = 

⎛ 

⎜ ⎝ 

m 11 (Z) −m 12 (Z) m 13 (Z) −m 14 (Z) 
−m 21 (Z) m 22 (Z) −m 23 (Z) m 24 (Z) 
m 31 (Z) −m 32 (Z) m 33 (Z) −m 34 (Z) 

−m 41 (Z) m 42 (Z) −m 43 (Z) m 44 (Z) 

⎞ 

⎟ ⎠ 

, (2.21) 

here m ij ( Z ) denote the ( ij )th minor of a 4 × 4 matrix Z and (Z A ) T Z = adj (Z ) Z = det Z . 

It follows from Eq. (2.6) that the matrix-valued functions μA ’s satisfies the Lax pair {
μA 

x − iλ[�, μA ] = −P (x, t) T μA , 

μA 
t − 4 iλ3 [�, μA ] = −Q(x, t, λ) T μA , 

(2.22) 

where the superscript T denotes a matrix transpose. Then the eigenfunctions { μA 
j 
(x, t, λ) } 3 

1 
are solutions that can be ex-

pressed as 

μA 
j (x, t, λ) = I −

∫ x 

x j 

e iλ(x −ξ ) ̂ �(P μA 
j )(ξ , t, λ) dξ − e iλ(x −x j ) ̂ �

∫ t 

t j 

e 4 iλ
3 (t−τ ) ̂ �(QμA 

j )(x j , τ, λ) dτ, (2.23)

by using the Volterra integral equations, respectively. Thus, we can obtain the eigenfunctions { μA 
j 
(x, t, λ) } 3 

1 
which satisfies

the following analytic properties 



B.-B. Hu et al. / Applied Mathematics and Computation 332 (2018) 148–159 153 

Fig. 4. The relations among the dependent eigenfunctions μ j (x, t, k ) , j = 1 , 2 , 3 . 

 

 

 

 

 

 

 

 

 

 

 

 

μA 
1 is bounded and analytic for λ ∈ (D 4 , D 4 , D 2 , D 2 ) , 

μA 
2 is bounded and analytic for λ ∈ (D 3 , D 3 , D 1 , D 1 ) , 

μA 
3 is bounded and analytic for λ ∈ (C + , C + , C −, C −) . (2.24)

In fact, μA 
1 
(0 , t, λ) and μA 

2 
(0 , t, λ) can be enlarged the domain of boundedness ( D 1 ∪ D 4 , D 1 ∪ D 4 , D 2 ∪ D 3 , D 2 ∪ D 3 ) and

( D 2 ∪ D 3 , D 2 ∪ D 3 , D 1 ∪ D 4 , D 1 ∪ D 4 ) for x = 0 , respectively. 

2.5. The spectral functions and the global relation 

We also need to define the 4 × 4 matrix value spectral function s ( λ), S ( λ) and S (λ) as follows 

μ3 (x, t, λ) = μ2 (x, t, λ) e −(iλx +4 iλ3 t) ̂ �s (λ) , 

μ1 (x, t, λ) = μ2 (x, t, λ) e −(iλx +4 iλ3 t) ̂ �S(λ) , 

μ3 (x, t, λ) = μ1 (x, t, λ) e −(iλx +4 iλ3 t) ̂ �S (λ) . (2.25)

As μ2 (0 , 0 , λ) = I , we obtain 

s (λ) = μ3 (0 , 0 , λ) , S(λ) = μ1 (0 , 0 , λ) = e 4 iλ
3 T ̂  �μ−1 

2 (0 , T , λ) , 

S (λ) = μ−1 
1 (0 , 0 , λ) μ3 (0 , 0 , λ) = S −1 (λ) s (λ) = e 4 iλ

3 T ̂  �μ−1 
3 (0 , T , λ) . (2.26)

These relationship among μj are shown in Fig. 4 . Thus three matrix value spectral functions s ( λ), s ( λ) and S (λ) are

dependent such that we only consider two of them, that is to say, we only consider spectral functions s ( λ) and S ( λ) in this

paper. 

According to the definition of eigenfunction μj in (2.11) , Eq. (2.26) means that 

s (λ) = I −
∫ ∞ 

0 

e iλξ ˆ �(P μ3 )(ξ , 0 , λ) dξ , 

S(λ) = I −
∫ T 

0 

e 4 iλ
3 τ ˆ �(Qμ1 )(0 , τ, λ) dτ = 

[
I + 

∫ T 

0 

e 4 iλ
3 τ ˆ �(Qμ2 )(0 , τ, λ) dτ

]−1 

, (2.27)

where μ1 (0, t , λ), μ2 (0, t , λ) and μ3 ( x , t , λ), 0 < x < ∞ , 0 < t < T are given by the Volterra integral equations 

μ1 (0 , t, λ) = I −
∫ T 

t 

e −4 iλ3 (t−τ ) ̂ �(Qμ1 )(0 , τ, λ) dτ, λ ∈ (D 2 ∪ D 3 , D 2 ∪ D 3 , D 1 ∪ D 4 , D 1 ∪ D 4 ) , 

μ2 (0 , t, λ) = I + 

∫ T 

0 

e −4 iλ3 (t−τ ) ̂ �(Qμ2 )(0 , τ, λ) dτ, λ ∈ (D 1 ∪ D 4 , D 1 ∪ D 4 , D 2 ∪ D 3 , D 2 ∪ D 3 ) , 

μ3 (x, 0 , λ) = I −
∫ ∞ 

x 

e −iλ(x −ξ ) ̂ �(P μ3 )(ξ , 0 , λ) dξ , λ ∈ (C −, C −, C + , C + ) . (2.28)

Thus, it follows from Eqs. (2.27) and (2.28) , we find that the spectral functions s ( λ) and S ( λ) are determined by P ( x , 0, λ) and

Q (0, t , λ), that is to say, the spectral functions s ( λ) and S ( λ) determined by the initial data u 0 (x ) , v 0 (x ) and the boundary

data p 0 ( t ), q 0 ( t ), p 1 ( t ), q 1 ( t ). 

Indeed, the eigenfunction μ3 ( x , 0, λ) satisfy the x -part of the Lax pair (2.6) at t = 0 . Thus, we have 

x − part : 

{
μx (x, 0 , λ) + iλ[�, μ(x, 0 , λ)] = P (x, t = 0) μ(x, 0 , λ) , 

lim x →∞ 

μ(x, 0 , λ) = I , 0 < x < ∞ , 
(2.29)

and the eigenfunctions μj (0, t , λ), μ2 (0, t , λ) satisfies the t -part of the Lax pair (2.6) at x = 0 . Thus, we have 

t − part : 

{
μt (0 , t, λ) + 4 iλ3 [�, μ(0 , t, λ)] = Q(x = 0 , t) μ(0 , t, λ) , 0 < t < T , 

lim t→ 0 μ(0 , t, λ) = μ(0 , 0 , λ) = I , and lim t→ T μ(0 , t, λ) = μ(0 , T , λ) = I . 
(2.30)
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Moreover, by the properties of { μ j } 3 1 
and { μA 

j 
} 3 

1 
, we can obtain that s ( λ), S ( λ), s A ( λ) and S A ( λ) have the following

bounded properties 

s (λ) is bounded for λ ∈ (C −, C −, C + , C + ) , 

S(λ) is bounded for λ ∈ (D 2 ∪ D 3 , D 2 ∪ D 3 , D 1 ∪ D 4 , D 1 ∪ D 4 ) , 

s A (λ) is bounded for λ ∈ (C + , C + , C −, C −) , 

S A (λ) is bounded for λ ∈ (D 1 ∪ D 4 , D 1 ∪ D 4 , D 2 ∪ D 3 , D 2 ∪ D 3 ) . (2.31) 

In fact, the spectral functions s ( λ) and S ( λ) are not independent of each other but satisfy an important relation. Indeed,

it follows from Eq. (2.26) , we obtain 

μ3 (x, t, λ) = μ1 (x, t, λ) e −(iλx +4 iλ3 t) ̂ �S −1 (λ) s (λ) , (2.32)

since μ1 (0 , t, λ) = I , when (x, t) = (0 , T ) . We can evaluate the following relationship which is the global relation as follows

S −1 (λ) s (λ) = e 4 iλ
3 T ̂  �c(T , λ) , λ ∈ (C −, C −, C + , C + ) , (2.33)

here 

c(T , λ) = μ3 (0 , T , λ) = I −
∫ ∞ 

0 

e iλξ ˆ �(P μ3 )(ξ , T , λ) dξ . (2.34)

2.6. The definition of matrix-valued functions M n ’s 

For each n = 1 , . . . , 4 , the solution M n ( x , t , λ) of Eq. (2.6) is defined by the following integral equation 

(M n (x, t, λ)) i j = δi j + 

∫ 
γ n 

i j 

(e −(iλx +4 iλ3 t) ̂ �W n (ξ , τ, λ)) i j , i, j = 1 , . . . , 4 , (2.35)

where W n ( x , t , λ) is given by Eq. (2.8) , where M n replaces μ, and the contours γ n 
i j 
(n, i, j = 1 , . . . , 4) are defined as follows 

γ n 
i j = 

{ 

γ1 , i f Rel i (λ) < Rel j (λ) and Rez i (λ) ≥ Rez j (λ) , 
γ2 , i f Rel i (λ) < Rel j (λ) and Rez i (λ) < Rez j (λ) , f or λ ∈ D n 

γ3 , i f Rel i (λ) ≥ Rel j (λ) . 

According to the definition of γ n in (2.36) , we obtain 

γ 1 = 

⎛ 

⎜ ⎝ 

γ3 γ3 γ3 γ3 

γ3 γ3 γ3 γ3 

γ2 γ2 γ3 γ3 

γ2 γ2 γ3 γ3 

⎞ 

⎟ ⎠ 

, γ 2 = 

⎛ 

⎜ ⎝ 

γ3 γ3 γ3 γ3 

γ3 γ3 γ3 γ3 

γ1 γ1 γ3 γ3 

γ1 γ1 γ3 γ3 

⎞ 

⎟ ⎠ 

, 

γ 3 = 

⎛ 

⎜ ⎝ 

γ3 γ3 γ2 γ2 

γ3 γ3 γ2 γ2 

γ3 γ3 γ3 γ3 

γ3 γ3 γ3 γ3 

⎞ 

⎟ ⎠ 

, γ 4 = 

⎛ 

⎜ ⎝ 

γ3 γ3 γ1 γ1 

γ3 γ3 γ1 γ1 

γ3 γ3 γ3 γ3 

γ3 γ3 γ3 γ3 

⎞ 

⎟ ⎠ 

. (2.37) 

Next, the following proposition guarantees that the previous definition of M n can be represented as a RH problem. 

Proposition 2.1. For each n = 1 , . . . , 4 and λ∈ D n , the function M n ( x , t , λ) is defined well by Eq. (2.35) . For any identified point

( x , t ), M n is bounded and analytical as a function of λ∈ D n away from a possible discrete set of singularities { λj } at which the

Fredholm determinant vanishes. Moreover, M n admits a bounded and continuous extension to Re λ-axis and 

M n (x, t, λ) = I + O 

(
1 

λ

)
. (2.38) 

Proof. The associated bounded and analytical properties have been established in Appendix B in [23] . Substituting the fol-

lowing expansion 

M = M 0 + 

M 

(1) 

λ
+ 

M 

(2) 

λ2 
+ · · · λ → ∞ , (2.39) 
into the Lax pair Eq. (2.6) and comparing the coefficients of the same order of λ, we can obtain Eq. (2.39) . �
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2.7. The jump matrix and computations 

There are four new spectral functions { S n (λ) } 4 
1 

can be defined by 

S n (λ) = M n (0 , 0 , λ) , λ ∈ D n , n = 1 , . . . , 4 . (2.40)

Let M ( x , t , λ) be a sectionally analytical continuous function in the Riemann λ-sphere, which equals M n ( x , t , λ) for λ∈ D n .

Then M ( x , t , λ) satisfies the following jump conditions 

M n (x, t, λ) = M m 

(x, t, λ) J m,n (x, t, λ) , λ ∈ D̄ n ∩ D̄ m 

, n, m = 1 , . . . , 4 , n � = m, (2.41)

where J m , n ( x , t , λ) are the jump matrices which defined by 

J m,n (x, t, λ) = e −(iλx +4 iλ3 t) ̂ �[ S −1 
m 

(λ) S n (λ)] . (2.42)

Proposition 2.2. The matrix-valued functions { S n (x, t, λ) } 4 1 defined by 

M n (x, t, λ) = μ2 (x, t, λ) e −(iλx +4 iλ3 t) ̂ �S n (λ) , λ ∈ D n , (2.43)

can be expressed in terms of the entries s ( λ) and S ( λ) elements as follows 

S 1 (λ) = 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

m 22 (s ) 

n 33 , 44 (s ) 

m 21 (s ) 

n 33 , 44 (s ) 
s 13 s 14 

m 12 (s ) 

n 33 , 44 (s ) 

m 11 (s ) 

n 33 , 44 (s ) 
s 23 s 24 

0 0 s 33 s 34 

0 0 s 43 s 44 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, S 2 (λ) = 

⎛ 

⎜ ⎜ ⎜ ⎝ 

S (2) 
11 

S (2) 
12 

s 13 s 14 

S (2) 
21 

S (2) 
22 

s 23 s 24 

S (2) 
31 

S (2) 
32 

s 33 s 34 

S (2) 
41 

S (2) 
42 

s 43 s 44 

⎞ 

⎟ ⎟ ⎟ ⎠ 

, 

S 3 (λ) = 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

s 11 s 12 0 0 

s 21 s 22 0 0 

s 31 s 32 
m 44 (s ) 

n 11 , 22 (s ) 

m 43 (s ) 

n 11 , 22 (s ) 

s 41 s 42 
m 34 (s ) 

n 11 , 22 (s ) 

m 33 (s ) 

n 11 , 22 (s ) 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, S 4 (λ) = 

⎛ 

⎜ ⎜ ⎜ ⎝ 

s 11 s 12 S (4) 
13 

S (4) 
14 

s 21 s 22 S (4) 
23 

S (4) 
24 

s 31 s 32 S (4) 
33 

S (4) 
34 

s 41 s 42 S (4) 
43 

S (4) 
44 

⎞ 

⎟ ⎟ ⎟ ⎠ 

, (2.44)

where n i 1 j 1 ,i 2 j 2 (Z) denotes the determinant of the sub-matrix generated by taking the cross elements of i 1, 2 th rows and j 1, 2 th

columns of the 4 × 4 matrix Z , that is to say 

n i 1 j 1 ,i 2 j 2 (Z) = 

∣∣∣∣Z i 1 j 1 Z i 1 j 2 
Z i 2 j 1 Z i 2 j 2 

∣∣∣∣, 
and ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

S (2) 
1 j 

= 

n 1 j, 2(3 − j) (S) m 2(3 − j) (s ) + n 1 j, 3(3 − j) (S) m 3(3 − j) (s ) + n 1 j, 4(3 − j) (S) m 4(3 − j) (s ) 

�([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 ) 
, 

S (2) 
2 j 

= 

n 2 j, 1(3 − j) (S) m 1(3 − j) (s ) + n 2 j, 3(3 − j) (S) m 3(3 − j) (s ) + n 2 j, 4(3 − j) (S) m 4(3 − j) (s ) 

�([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 ) 
, 

S (2) 
3 j 

= 

n 3 j, 1(3 − j) (S) m 1(3 − j) (s ) + n 3 j, 2(3 − j) (S) m 3(3 − j) (s ) + n 3 j, 4(3 − j) (S) m 4(3 − j) (s ) 

�([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 ) 
, 

S (2) 
4 j 

= 

n 4 j, 1(3 − j) (S) m 1(3 − j) (s ) + n 4 j, 2(3 − j) (S) m 3(3 − j) (s ) + n 4 j, 3(3 − j) (S) m 3(3 − j) (s ) 

�([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 ) 
, 

j = 1 , 2 , (2.45)

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

S (4) 
1 j 

= 

n 1 j, 2(7 − j) (S) m 2(7 − j) (s ) + n 1 j, 3(7 − j) (S) m 3(7 − j) (s ) + n 1 j, 4(7 − j) (S) m 4(7 − j) (s ) 

�([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 ) 
, 

S (4) 
2 j 

= 

n 2 j, 1(7 − j) (S) m 1(7 − j) (s ) + n 2 j, 3(7 − j) (S) m 3(7 − j) (s ) + n 2 j, 4(7 − j) (S) m 4(7 − j) (s ) 

�([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 ) 
, 

S (4) 
3 j 

= 

n 3 j, 1(7 − j) (S) m 1(7 − j) (s ) + n 3 j, 2(7 − j) (S) m 2(7 − j) (s ) + n 3 j, 4(7 − j) (S) m 4(7 − j) (s ) 

�([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 ) 
, 

S (4) 
4 j 

= 

n 4 j, 1(7 − j) (S) m 1(7 − j) (s ) + n 4 j, 2(7 − j) (S) m 2(7 − j) (s ) + n 4 j, 3(7 − j) (S) m 3(7 − j) (s ) 

�([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 ) 
, 

j = 3 , 4 , (2.46)

where �([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 ) = det (n ([ S] 1 , [ S] 2 , [ s ] 3 , [ s ] 4 )) denotes the determinant of the matrix by choosing the first and second

columns of S ( λ) and the third and fourth columns of s ( λ), and �([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 ) = det (n ([ s ] 1 , [ s ] 2 , [ S] 3 , [ S] 4 )) denotes the de-

terminant of the matrix by choosing the first and second columns of s ( λ) and the third and fourth columns of S ( λ), respectively. 
Proof. We can use a similar method to the one in Ref. [23] to prove this Theorem. �
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2.8. The residue conditions 

Since μ2 ( x , t , λ) is an entire function, and from Eq. (2.43) we know that M ( x , t , λ) only produces singularities in S n ( λ)

where there are singular points, from the exact expression Eq. (2.44) , we know that M ( x , t , λ) may be singular as follows 

• [ M 1 ] 1 and [ M 1 ] 2 could have poles in D 1 at the zeros of n 33, 44 ( s )( λ), 

• [ M 2 ] 1 and [ M 2 ] 2 could have poles in D 2 at the zeros of �([ S ] 1 [ S ] 2 [ s ] 3 [ s ] 4 )( λ), 

• [ M 3 ] 3 and [ M 3 ] 4 could have poles in D 3 at the zeros of n 11, 22 ( s )( λ), 

• [ M 4 ] 3 and [ M 4 ] 4 could have poles in D 4 at the zeros of �([ s ] 1 [ s ] 2 [ S ] 3 [ S ] 4 )( λ). 

We use { λ j } N 1 
to denote the possible zero point above, and assume that these zeros satisfy the following assumptions 

Assumption 2.3. Suppose that 

• n 33, 44 ( s )( λ) admits n 1 ≥ 0 possible simple zeros in D 1 denoted by { λ j } n 1 1 
, 

• �([ S ] 1 [ S ] 2 [ s ] 3 [ s ] 4 )( λ) admits n 2 − n 1 ≥ 0 possible simple zeros in D 2 denoted by { λ j } n 2 n 1 +1 
, 

• n 11, 22 ( s )( λ) admits n 3 − n 2 ≥ 0 possible simple zeros in D 3 denoted by { λ j } n 3 n 2 +1 
, 

• �([ s ] 1 [ s ] 2 [ S ] 3 [ S ] 4 )( λ) admits N − n 3 ≥ 0 possible simple zeros in D 4 denoted by { λ j } N n 3 +1 
. 

And these zeros are each different. Moreover assume that there is no zero on the boundary of D n ’s (n = 1 , 2 , 3 , 4) . 

Lemma 2.4. For a 4 × 4 matrix X = (X i j ) 4 ×4 , e 
θ ˆ σ4 X is given by 

e θ ˆ σ4 X = e θσ4 Xe −θσ4 = 

⎛ 

⎜ ⎝ 

X 11 X 12 X 13 e 
2 θ X 14 e 

2 θ

X 21 X 22 X 23 e 
2 θ X 24 e 

2 θ

X 31 e 
−2 θ X 32 e 

−2 θ X 33 X 34 

X 41 e 
−2 θ X 42 e 

−2 θ X 43 X 44 

⎞ 

⎟ ⎠ 

. 

We can deduce the residue conditions at these zeros in the following expressions: 

Proposition 2.5. Let { M n (x, t, λ) } 4 
1 

be the eigenfunctions are defined by Eq. (2.35) and assume that the set { λ j } N 1 
of singularities

are as the above Assumption 2.3 . Then the following residue conditions hold true: 

Res λ= λ j 
[ M 1 (x, t, λ)] k = 

m 2(3 −k ) (s )(λ j ) s 24 (λ j ) − m 1(3 −k ) (s )(λ j ) s 14 (λ j ) 

˙ n 33 , 44 (s )(λ j ) n 13 , 24 (s )(λ j ) 
[ M 1 (x, t, λ j )] 3 e 

θ31 

+ 

m 1(3 −k ) (s )(λ j ) s 13 (λ j ) − m 2(3 −k ) (s )(λ j ) s 23 (λ j ) 

˙ n 33 , 44 (s )(λ j ) n 13 , 24 (s )(λ j ) 
[ M 1 (x, t, λ j )] 4 e 

θ31 , 

1 ≤ j ≤ n 1 ; λ j ∈ D 1 , k = 1 , 2 . (2.47) 

Res λ= λ j 
[ M 2 (x, t, λ)] k = 

S (2) 
1 k 

(λ j ) s 24 (λ j ) − S (2) 
2 k 

(λ j ) s 14 (λ j ) 

˙ �([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 )(λ j ) n 11 , 22 (s )(λ j ) 
[ M 2 (x, t, λ j )] 3 e 

θ31 

+ 

S (2) 
2 k 

(λ j ) s 13 (λ j ) − S (2) 
1 k 

(λ j ) s 23 (λ j ) 

˙ �([ S] 1 [ S] 2 [ s ] 3 [ s ] 4 )(λ j ) n 11 , 22 (s )(λ j ) 
[ M 2 (x, t, λ j )] 4 e 

θ31 , 

n 1 + 1 ≤ j ≤ n 2 ; λ j ∈ D 2 , k = 1 , 2 . (2.48) 

Res λ= λ j 
[ M 3 (x, t, λ)] k = 

m 4(7 −k ) (s )(λ j ) s 42 (λ j ) − m 3(7 −k ) (s )(λ j ) s 32 (λ j ) 

˙ n 11 , 22 (s )(λ j ) n 31 , 42 (s )(λ j ) 
[ M 3 (x, t, λ j )] 1 e 

θ13 

+ 

m 3(7 −k ) (s )(λ j ) s 31 (λ j ) − m 4(7 −k ) (s )(λ j ) s 41 (λ j ) 

˙ n 11 , 22 (s )(λ j ) n 31 , 42 (s )(λ j ) 
[ M 3 (x, t, λ j )] 2 e 

θ13 , 

n 2 + 1 ≤ j ≤ n 3 ; λ j ∈ D 3 , k = 3 , 4 . (2.49) 

Res λ= λ j 
[ M 4 (x, t, λ)] k = 

S (4) 
1 k 

(λ j ) s 22 (λ j ) − S (4) 
2 k 

(λ j ) s 12 (λ j ) 

˙ �([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 )(λ j ) n 11 , 22 (s )(λ j ) 
[ M 4 (x, t, λ j )] 1 e 

θ13 

+ 

S (4) 
1 k 

(λ j ) s 11 (λ j ) − S (4) 
1 k 

(λ j ) s 21 (λ j ) 

˙ �([ s ] 1 [ s ] 2 [ S] 3 [ S] 4 )(λ j ) n 11 , 22 (s )(λ j ) 
[ M 4 (x, t, λ j )] 2 e 

θ13 , 

n 3 + 1 ≤ j ≤ N; λ j ∈ D 4 , k = 3 , 4 . (2.50) 
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where ˙ f = 

df 
dλ

and θ ij defined by 

θi j (x, t, λ) = (l i − l j ) x − (z i − z j ) t, i, j = 1 , 2 , 3 , 4 , (2.51)

and thus, we have 

θ12 = θ21 = θ34 = θ43 = 0 , 

θ13 = θ14 = θ23 = θ24 = −2 iλx − 8 iλ3 t, 

θ31 = θ41 = θ32 = θ42 = 2 iλx + 8 iλ3 t. 

Proof. We will only prove (2.49) , the other conditions follow by similar arguments. It follows from (2.43) that 

M 3 (x, t, λ) = μ2 (x, t, λ) e −(iλx +4 iλ3 t) ̂ �S 3 , (2.52)

In view of the expressions for S 3 given in (2.44) , we find the four columns of Eq. (2.52) read 

[ M 3 ] 1 = [ μ2 ] 1 s 11 + [ μ2 ] 2 s 21 + [ μ2 ] 3 s 31 e 
θ31 + [ μ2 ] 4 s 41 e 

θ31 , (2.53)

[ M 3 ] 2 = [ μ2 ] 1 s 12 + [ μ2 ] 2 s 22 + [ μ2 ] 3 s 32 e 
θ31 + [ μ2 ] 4 s 42 e 

θ31 , (2.54)

[ M 3 ] 3 = [ μ2 ] 3 
m 44 (s ) 

n 11 , 22 (s ) 
+ [ μ2 ] 4 

m 34 (s ) 

n 11 , 22 (s ) 
, (2.55)

[ M 3 ] 4 = [ μ2 ] 3 
m 43 (s ) 

n 11 , 22 (s ) 
+ [ μ2 ] 4 

m 33 (s ) 

n 11 , 22 (s ) 
. (2.56)

Suppose that λj ∈ D 3 is a simple zero of n 11, 22 ( s )( λ). Solving Eqs. (2.53) and (2.54) for [ μ2 ] 3 , [ μ2 ] 4 and substituting the result

into Eqs. (2.55) and (2.56) yields 

[ M 3 ] 3 = 

m 44 (s ) s 42 − m 34 (s ) s 32 

n 11 , 22 (s ) n 31 , 42 (s ) 
[ M 3 ] 1 e 

θ13 + 

m 34 (s ) s 31 − m 44 (s ) s 41 

n 11 , 22 (s ) n 13 , 24 (s ) 
[ M 3 ] 2 e 

θ13 + 

m 24 (s )[ μ2 ] 1 + m 14 (s )[ μ2 ] 2 
n 31 , 42 (s ) 

e θ13 , 

(2.57)

[ M 3 ] 4 = 

m 43 (s ) s 42 − m 33 (s ) s 32 

n 11 , 22 (s ) n 31 , 42 (s ) 
[ M 3 ] 1 e 

θ13 + 

m 33 (s ) s 31 − m 43 (s ) s 41 

n 11 , 22 (s ) n 31 , 42 (s ) 
[ M 3 ] 2 e 

θ13 + 

m 23 (s )[ μ2 ] 1 + m 13 (s )[ μ2 ] 2 
n 31 , 42 (s ) 

e θ13 , 

(2.58)

By taking the residue of this equations at λj , it implies that condition Eqs. (2.57) and (2.58) in the case when λj ∈ D 3 . �

3. The Riemann–Hilbert problem 

For all values of x , t , the solution of system (1.4) can be recovered by solving this 4 × 4 matrix RH problem. So we can

establish the following theorem. 

Theorem 3.1. Suppose that { u 1 ( x , t ), u 2 ( x , t )} is a solution of system (1.4) in the half-line domain �, and it is sufficient smooth-

ness and decays when x → ∞ . Then the solution { u 1 ( x , t ), u 2 ( x , t )} of system (1.4) can be reconstructed from the initial values

{ u 0 (x ) , v 0 (x ) } and boundary values { p 0 ( t ), q 0 ( t ), p 1 ( t ), q 1 ( t )} defined as follows 

Initial v alues : u 0 (x ) = u 1 (x, t = 0) , v 0 (x ) = u 2 (x, t = 0) ;
Dir ichlet boundar y v alues : p 0 (t) = u 1 (x = 0 , t ) , q 0 (t ) = u 2 (x = 0 , t) ;
Neumann boundary v alues : p 1 (t) = u 1 ,x (x = 0 , t ) , q 1 (t ) = u 2 ,x (x = 0 , t) . (3.1)

Like Eq. (2.25) , by using the initial and boundary data to define the spectral functions s ( λ) and S ( λ), we can further get the jump

matrix J m , n ( x , t , λ) . Assume that the zero points of the n 33, 44 ( s )( λ), �([ S ] 1 [ S ] 2 [ s ] 3 [ s ] 4 )( λ), n 11, 22 ( s )( λ) and �([ s ] 1 [ s ] 2 [ S ] 3 [ S ] 4 )( λ)

are { λ j } N 1 
just like in Assumption 2.3 . We then have the following results 

u 1 (x, t) = −2 i lim 

λ→∞ 

(λM(x, t, λ)) 13 , 

u 2 (x, t) = −2 i lim 

λ→∞ 

(λM(x, t, λ)) 14 , (3.2)

where M ( x , t , λ) satisfies the following 4 × 4 matrix RH problem: 

• M ( x , t , λ) is a sectionally meromorphic on the Riemann λ-sphere with jumps across the contours on D̄ n ∩ D̄ m 

(n, m = 1 , . . . , 4)

(see Fig. 3 ). 
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• M ( x , t , λ) satisfies the jump condition with jumps across the contours on D̄ n ∩ D̄ m 

(n, m = 1 , . . . , 4) 

M n (x, t, λ) = M m 

(x, t, λ) J m,n (x, t, λ) , λ ∈ D̄ n ∩ D̄ m 

, n � = m. (3.3)

• M(x, t, λ) = I + O ( 1 
λ
) , λ → ∞ . 

• The residue condition of M ( x , t , λ) is showed in Proposition 2.5 . 

Proof. The Eq. (3.2) can be deduced from the large λ asymptotics of the eigenfunctions. We can follow the similar

one in Refs. [17,18,27] to show the rest proof of the Theorem. We omit the proof here due to a long and complicated

computation. �

4. Conclusions 

In this work, we have considered the IBV problems of the two-component mKdV equation on the half-line. Using the

Fokas method for nonlinear evolution equations, which takes the form of Lax pair isospectral deformations and the corre-

sponding continuous spectra Lax operators, under the assumption that the solution { u 1 ( x , t ), u 2 ( x , t )} exists, we have showed

that the solution can be represented in terms of the solution of a 4 × 4 matrix RH problem formulated in the plane of the

complex spectral parameter λ. The spectral functions s ( λ) and S ( λ) are not independent, but related by a compatibility con-

dition – the so-called global relation. For other integrable equations with high-order matrix Lax pairs, can we construct

their solutions of associated matrix RH problems formulated in the plane of the complex spectral parameter λ similarly?

This question will be discussed in our future paper. 
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