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Abstract By means of the Hirota bilinear method and symbolic computation, high-order lump-type solutions and a
kind of interaction solutions are presented for a (3+1)-dimensional nonlinear evolution equation. The high-order lump-
type solutions of the associated Hirota bilinear equation are presented, which is a kind of positive quartic-quadratic-
function solution. At the same time, the interaction solutions can also be obtained, which are linear combination
solutions of quartic-quadratic-functions and hyperbolic cosine functions. Physical properties and dynamical structures
of two classes of the presented solutions are demonstrated in detail by their graphs.
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1 Introduction

The investigation of rational solutions on nonlinear

evolution equations (NLEEs) has attracted much atten-

tion from mathematicians, physicists, and many scientists

in other fields. Among these rational solutions,[1] lump so-

lutions and rogue wave solutions have been found in many

integrable systems.[2−7] Recently, the study of lump solu-

tions, which rationally localized in all directions in the

space, becomes a hot topic in soliton theory.[8−22] Over

the past decades, many powerful methods have been devel-

oped to find the lump solutions of NLEEs, such as the Hi-

rota bilinear method,[23] the long wave limit approach,[3]

and the nonlinear superposition formulae.[24] Among these

methods, the Hirota bilinear method is a direct method,

which can be used to obtain the exact solutions for NLEEs

once its corresponding bilinear form is given. By tak-

ing the function f in the bilinear equation as a positive

quadratic function, Ref. [8] obtained the lump solutions

of the KPI equation, which can be reduced to the ones in

Refs. [3,25]. Then, this method is widely used to find lump

solutions or lump-type solutions for generalized fifth-order

KdV equation, Boussinesq equation, (4+1)-dimensional

Fokas equation and so on.[11−21] References [26−44] fur-

ther extended this method to find interaction solutions for

integrable and non-integrable system.

In this paper, we focus on the following (3+1)-
dimensional NLEE

3uxz − (2ut + uxxx − 2uux)y + 2(ux∂
−1
x uy)x = 0 , (1)

where the inverse operator ∂−1
x is defined as (∂−1

x f)(x) =∫ x

−∞ f(x′)dx′ under the decaying condition at infinity and

∂x = ∂/∂x with the condition ∂x∂
−1
x = ∂−1

x ∂x = 1.
This equation was first introduced in Ref. [45] studied
the algebraic-geometrical solutions. Based on the con-
structed Wronskian determinant of solutions for a system
of four linear differential equations, N -soliton solution and
its Wronskian form are given in Ref. [46]. The linear
superposition principle of Eq. (1) has also discussed in
Ref. [47]. The Darboux transformation and the solutions
of multiple soliton interactions were studied in Ref. [48].
Positon, negaton, soliton and their interaction solutions,
multiple soliton solutions and multiple singular soliton so-
lutions are explicitly obtained by using the Hirota’s di-
rect method in Refs. [49–50]. Reference [7] constructed
its rouge waves and rational solutions by a simple sym-
bolic computation approach. Recently, M -lump solutions
of Eq. (1) and the interaction solutions between stripe
solitons and lumps are discussed in Ref. [19]. To the best
of our knowledge, the high-order lump-type solutions by
taking the function f in the bilinear equation as a kind of
positive quartic-quadratic-functions, and the interaction

∗Supported by the National Natural Science Foundation of China under Grant Nos. 11571008, 51679132; National Science Foundation

under Grant No. DMS-1664561; and the Shanghai Science and Technology Committee under Grant No. 17040501600
†E-mail: hwang@shmtu.edu.cn

c⃝ 2019 Chinese Physical Society and IOP Publishing Ltd

http://www.iopscience.iop.org/ctp http://ctp.itp.ac.cn



928 Communications in Theoretical Physics Vol. 71

solutions by taking the function f as a combination of the
positive quartic-quadratic-functions and hyperbolic cosine
functions have not been studied so far. The aim of this
paper is to discuss the high-order lump-type solutions and
the interaction solutions to the (3+1)-dimensional NLEE
(1).

Through the dependent variable transformation

u = −3[ ln f(x, y, z, t)]xx , (2)

Eq. (1) is transformed into the Hirota bilinear form

(DyD
3
x − 3DxDz + 2DyDt)f · f = 0 , (3)

where the derivatives DyD
3
x, DxDz, and DyDt are the

bilinear operators defined by[23]

Dn1
x1

· · ·Dnl
xl
F ·G=(∂x1−∂x′

1
)n1 · · · (∂xl

−∂x′
l
)nlF (x1, . . . , xl)

×G(x′
1, . . . , x

′
l)|x′

1=x1,...,x′
l
=xl

, (4)

and the corresponding bilinear form of Eq. (3) equals to

6(fxzf−fxfz)− 2(fxxxyf−fxxxfy) + 6(fxxyfx − 6fxxfxy)

− 4(fytf − 4fyft) = 0 . (5)

The structure of this paper is as follows. In Sec. 2,
high-order lump-type solutions are constructed by using
the Hirota bilinear method, which are obtained by tak-
ing function f in Eq. (3) as a kind of positive quartic-
quadratic-functions. In Sec. 3, a kind of interaction so-
lutions are derived by assuming function f in Eq. (3) as
a combination of positive quartic-quadratic-functions and
hyperbolic cosine functions. Finally, some conclusions will
be given in Sec. 4.

2 High-Order Lump-Type Solutions for
Eq. (1)
In this section, we will construct high-order lump-type

solutions of Eq. (1) by taking f in Eq. (3) as a combination
of positive quartic-quadratic-functions

f = s4 + g2 + h2 + a16 , (6)

with

s = a1x+ a2y + a3z + a4t+ a5 ,

g = a6x+ a7y + a8z + a9t+ a10 ,

h = a11x+ a12y + a13z + a14t+ a15 , (7)

where the real parameters ai (1 ≤ i ≤ 16) will be deter-
mined later. Substituting ansatz (6) with (7) into Eq. (3)

with a direct symbolic computation, it generates the fol-

lowing results

a1 = a4 = 0 , a7 = −a11a12
a6

, a8 = −a3a11a12
a2a6

,

a9 =
3a3a6
2a2

, a13 =
a3a12
a2

, a14 =
3a3a11
2a2

,

a15 =
a2a6a10a11 + a5a

2
11a12 + a5a

2
6a12

a2a26
, (8)

which need to satisfy constraint conditions as follows

a2a6 ̸= 0 , a16 > 0 , (9)

to ensure the corresponding solution f is well defined.

With the constraint conditions (9) and transformation (2),

the solution (6) can be obtained as follows

u =
12(a6g + a11h)

2

f2
− 6(a26 + a211)

f
, (10)

where

f = (a2y + a3z + a5)
4 + g2 + h2 + a16 ,

g = a6x− a11a12
a6

y − a3a11a12
a2a6

z +
3a3a6
2a2

t+ a10 ,

h = a11x+ a12y +
a3a12
a2

z +
3a3a11
2a2

t

+
a2a6a10a11 + a5a

2
11a12 + a5a

2
6a12

a2a26
. (11)

Case 1 By taking y = 0, the solution (10) can be reduced

to the following form

u =
12(a6g + a11h)

2

f2
− 6(a26 + a211)

f
, (12)

with

f = (a3z + a5)
4 + g2 + h2 + a16 ,

g = a6x− a3a11a12
a2a6

z +
3a3a6
2a2

t+ a10 ,

h = a11x+
a3a12
a2

z +
3a3a11
2a2

t

+
a2a6a10a11 + a5a

2
11a12 + a5a

2
6a12

a2a26
. (13)

It is easy to calculate that there are three critical points

to solution (12), which reads

(xu1 , zu1) =
(
−3a3a

2
6t+ 2a10a2a6 + 2a11a12a5

2a26a2
,−a5

a3

)
,

(xu2 , zu2) =
(−3a211a3a

2
6t− 3a3a

4
6t− 2a10a

2
11a2a6 − 2a10a2a

3
6 − 2a311a12a5 − 2a12a11a5a

2
6

2a26a2(a
2
11 + a26)

+
2
√

3a211a16a
2
2a

4
6 + 3a16a22a

6
6

2a26a2(a
2
11 + a26)

,−a5
a3

)
,

(xu3 , zu3) =
(−3a211a3a

2
6t− 3a3a

4
6t− 2a10a

2
11a2a6 − 2a10a2a

3
6 − 2a311a12a5 − 2a12a11a5a

2
6

2a26a2(a
2
11 + a26)

− 2
√

3a211a16a
2
2a

4
6 + 3a16a22a

6
6

2a26a2(a
2
11 + a26)

,−a5
a3

)
. (14)
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In order to show the physical properties and structures of

solutions (12) more clearly, we select the parameters as

a2 = 1, a3 = 0.2, a5 = 0, a6 = 1, a10 = 1, a11 = 1, a12 =

5, a16 = 1, which yields

u =
24(−16z2+9.6xt+1.44t2−0.0128z4+16x2−8)

(0.72t2+8x2+8z2+4.8xt+0.0064z4+4)2
, (15)

and the corresponding three critical points can be further

calculated as follows

(xu1 , zu1) = (−0.3t, 0) , (16a)

(xu2 , zu2) =
(
−0.3t+

√
6

2
, 0
)
, (16b)

(xu3 , zu3) =
(
−0.3t−

√
6

2
, 0
)
. (16c)

It is easy to found that solution (15) has a local
minimum value umin = −12 at (−0.3t, 0) and a local
maximum value umax = 1.5 at (−0.3t + (

√
6/2), 0) and

(−0.3t − (
√
6/2), 0), which can be clearly observed from

Fig. 1. Figure 2 is the corresponding density-plots in the
(x, z)-plane when t = −10, 0, 10, respectively.
Case 2 By taking z = 0, the solution (10) can be reduced
to the following form

u =
12(a6g + a11h)

2

f2
− 6(a26 + a211)

f
, (17)

Fig. 1 (Color online) Evolution plots of the solution (15). (a) t = −10, (b) t = 0, (c) t = 10.

Fig. 2 (Color online) Corresponding density plots for Fig. 1. (a) t = −10, (b) t = 0, (c) t = 10.

Fig. 3 (Color online) Evolution plots of the solution (20). (a) t = −10, (b) t = 0, (c) t = 10.

where

f = (a2y + a5)
4 + g2 + h2 + a16 , g = a6x− a11a12

a6
y +

3a3a6
2a2

t+ a10 ,

h = a11x+ a12y +
3a3a11
2a2

t+
a2a6a10a11 + a5a

2
11a12 + a5a

2
6a12

a2a26
. (18)
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It is easy to find that solution (17) also has three critical points

(xu1 , yu1) =
(
−3a3a

2
6t+ 2a10a2a6 + 2a11a12a5

2a26a2
,−a5

a2

)
,

(xu2 , yu2) =
(−3a211a3a

2
6t− 3a3a

4
6t− 2a10a

2
11a2a6 − 2a10a2a

3
6 − 2a311a12a5 − 2a12a11a5a

2
6

2a26a2(a
2
11 + a26)

+
2
√
3a211a16a

2
2a

4
6 + 3a16a22a

6
6

2a26a2(a
2
11 + a26)

,−a5
a2

)
,

(xu3 , yu3) =
(−3a211a3a

2
6t− 3a3a

4
6t− 2a10a

2
11a2a6 − 2a10a2a

3
6 − 2a311a12a5 − 2a12a11a5a

2
6

2a26a2(a
2
11 + a26)

− 2
√
3a211a16a

2
2a

4
6 + 3a16a22a

6
6

2a26a2(a
2
11 + a26)

,−a5
a2

)
. (19)

By taking the corresponding parameters as a2 = 1, a3 = 0.2, a5 = 0, a6 = 1, a10 = 1, a11 = 1, a12 = 5, a16 = 1,

solution (17) with (18) can be reduced to the following form

u =
384(−80y4 + 225t2 + 600xt+ 400x2 − 100y2 − 80)

(16y4 + 45t2 + 120xt+ 80x2 + 20y2 + 16)(180t2 + 320x2 + 80y2 + 480xt+ 64y4 + 64)
, (20)

and the corresponding three critical points reads

(xu1 , yu1) = (−0.75t, 0), (21a)

(xu2 , yu2) =
(
− 0.75t+

√
15

5
, 0
)
, (21b)

(xu3 , yu3) =
(
− 0.75t−

√
15

5
, 0
)
, (21c)

which point (−0.75t, 0) corresponds to a local minimum value umin = −30, and points (−0.75t±(
√
15/5), 0) correspond

to a local maximum value umax = 3.75. For the corresponding 3D-plots and density-plots, see Figs. 3 and 4.

Case 3 When x = 0 and a5 = 0, one can see that g and h in Eq. (11) satisfy g = −(a11/a6)h, which means expression

(6) can be rewritten as f = s4 + (1 + α2)h2 + a16. Unfortunately, f = s4 + (1 + α2)h2 + a16 will lead to solution u is

not localized in all directions in space.[13,41]

By choosing appropriate parameters with a2 = 2, a3 = 1, a5 = 0, a6 = 2, a10 = 0, a11 = 1, a12 = 1, a16 = 1, x = 0,

one can simplify solution (10) to the following form

u =
480(−256y4 − 512y3Z − 384y2z2 − 128yz3 − 16z4 + 45t2 − 20y2 − 20yz − 5z2 − 16)

(256y4 + 512y3Z + 384y2z2 + 128yz3 + 16z4 + 45t2 + 20y2 + 20yz + 5z2 + 16)2
, (22)

which corresponding 3D-plots and density-plots can be seen in Figs. 5 and 6.

Fig. 4 (Color online) Corresponding density plots for Fig. 3. (a) t = −10, (b) t = 0, (c) t = 10.
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Fig. 5 (Color online) Evolution plots of the solution (22). (a) t = −10, (b) t = 0, (c) t = 10.

Fig. 6 (Color online) Corresponding density plots for Fig. 5. (a) t = −10, (b) t = 0, (c) t = 10.

3 A Kind of Interaction Solutions for Eq. (1)

In order to find the interaction solutions to Eq. (1),

the function f in Eq. (3) may be taken as the following

form

f = s4 + g2 + h2 + q + a16, (23)

with

s = a1x+ a2y + a3z + a4t+ a5 ,

g = a6x+ a7y + a8z + a9t+ a10 ,

h = a11x+ a12y + a13z + a14t+ a15 ,

q = k cosh(k1x+ k2y + k3z + k4t) , (24)

where the real parameters ai (1 ≤ i ≤ 16) and k, kj (1 ≤
j ≤ 4) are all to be determined later. Substituting ansatz

(23) with (24) into Eq. (3), we obtain

a1 = a4 = a5 = a6 = a9 = a11 = a14 = k2 = k3 = 0 ,

a7 =
a2a8
a3

, a12 =
a2a13
a3

, k4 = −k1(a2k
2
1 − 3a3)

2a2
, (25)

which need to satisfy the following constraint conditions

a2a3 ̸= 0 , a16 > 0 , k > 0 , (26)

to ensure the corresponding solution u is positive, analyt-
ical and localized in all directions in the (x, y, z)-plane.
With the conditions (25) and (26), the solution of Eq. (1)
can be obtained as follows

u = −3kk21(s
4 + g2 + h2) cosh(ξ) + 3k2k21

[s4 + g2 + h2 + k cosh(ξ)]2
, (27)

with

s = a2y + a3z , g =
a2a8
a3

y + a8z + a10 , h =
a2a13
a3

y + a13z + a15 , ξ = k1x− k1(a2k
2
1 − 3a3)

2a2
t . (28)

Case 1 Taking a2 = 0.5, a3 = 2, a8 = 1, a10 = 0, a13 = 1, a15 = 0, a16 = 2, k = 5, k1 = 2, y = 0, solution (27) can be
reduced to the following form

u = −960(16 cosh(8t+ 2x)z4 + 2 cosh(8t+ 2x)z2 + 2 cosh(8t+ 2x) + 5)

(64z4 + 8z2 + 20 cosh(8t+ 2x) + 8)2
, (29)

which corresponding 3D-plots and density-plots can be seen in Figs. 7 and 8.
Case 2 By selecting the parameters as a2 = 1, a3 = 2, a8 = 4, a10 = 0, a13 = 2, a15 = 0, a16 = 1, k = 4, k1 = 2, z = 0,
solution (27) can be rewritten as

u = −48(cosh(2t+ 2x)y4 + 5 cosh(2t+ 2x)y2 + cosh(2t+ 2x) + 4)

(y4 + 5y2 + 4 cosh(2t+ 2x) + 1)2
, (30)
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which corresponding 3D-plots and density-plots can be seen in Figs. 9 and 10. From Figs. 7, 8, 9, and 10, it can be
clearly seen that the above two types of solutions (29) and (30) can be regarded as “soliton” solutions.

0

0
0

(a) (c)(b)

u

z
x

z
x

-2

-4

-6

-8

-30

0

u

-2

-4

-6

-8

-30

0

u

-2

-4

-6

-8

-30
-30-10

-1010 10 0 -30-1010
x

0 -30-101030
z

-10103030

Fig. 7 (Color online) Evolution plots of the solution (27). (a) t = −5, (b) t = 0, (c) t = 5.

Fig. 8 (Color online) Corresponding density plot for Fig. 7. (a) t = −5, (b) t = 0, (c) t = 5.

Fig. 9 (Color online) Evolution plots of the solution (30). (a) t = −15, (b) t = 0, (c) t = 15.

Fig. 10 (Color online) Corresponding density plot for Fig. 9. (a) t = −15, (b) t = 0, (c) t = 15.
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Case 3 By choosing appropriate parameters with a2 = 0.5, a3 = 1, a8 = 2, a10 = 0, a13 = 2, a15 = 0, a16 = 2, k =
5, k1 = 2, x = 0, solution (27) reads

u =
−60(0.0625y4 + 0.5y3z + 1.5y2z2 + 2yz3 + z4 + 2y2 + 8yz + 8z2) cosh(2t)− 300

(0.0625y4 + 0.5y3z + 1.5y2z2 + 2yz3 + z4 + 2y2 + 8yz + 8z2 + 5 cosh(2t) + 2)2
. (31)

Figures 11 and 12 show the interaction phenomenon, which is induced by the twin-strip solitons for solution (31).
Figures 11(a) and 12(a) show there are two stripe solitions at the time t = −3, and when t = 0, the two stripes solitons
disappear and one stripe soliton appears which has much more energy and higher peak that one can see in Figs. 11(b)
and 12(b), as time goes by, the twin-strip solitons start appearing which can be seen in Figs. 11(c) and 12(c). In fact,
in expression (28), h = βg when a13 = βa8, a15 = βa10, which means the function f in Eq. (23) could be rewritten as
f = s4 + (1 + β2)g2 + cosh(γt) under x = 0. From Sec. 2, the function f = s4 + (1 + β2)g2 yields lump-type solution
along the direction of x = 0. It is obvious that when t = 0 there is no cosh(γt) but only lump-type soliton, and when
t ̸= 0, there are twin-stripe solitons.

Fig. 11 (Color online) Evolution plots of the solution (31). (a) t = −3, (b) t = 0, (c) t = 3.

Fig. 12 (Color online) Corresponding density plot for Fig. 11. (a) t = −3, (b) t = 0, (c) t = 3.

4 Conclusions
In summary, by using the means of the Hirota direct method and symbolic computation, the high-order lump-type

solutions (10) and their interaction solutions (27) to the (3+1)-dimensional nonlinear evolution equation (1) are studied.
By taking the function f in Hirota bilinear equation (3) as a kind of positive quartic-quadratic-functions, the high-order
lump-type solutions (10) are constructed which the dynamic mechanism can be seen in Figs. 1–6. Furthermore, when
we take the f as a combination of positive quartic-quadratic-functions and hyperbolic cosine functions, the interaction
solutions (27) are presented, and their corresponding dynamic physical properties are vividly showed in Figs. 7–12.
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