SPECTRAL PROPERTIES OF OPERATORS THAT CHARACTERIZE $\ell(\infty)^n$

B. L. CHALMERS AND B. SHEKHTMAN

Abstract. It is well known that the identity is an operator with the following property: if the operator, initially defined on an $n$-dimensional Banach space $V$, can be extended to any Banach space with norm 1, then $V$ is isometric to $\ell(\infty)^n$. We show that the set of all such operators consists precisely of those with spectrum lying in the unit circle. This result answers a question raised in [5] for complex spaces.

1. Introduction

Let $V$ be an $n$-dimensional Banach space and let $T$ be an operator mapping $V$ into $V$. If $X$ is another Banach space with $X \supset V$ we let

$$e(T, X) := \inf \{ \| \tilde{T} \| : \tilde{T} : X \to V, \tilde{T}|_V = T \}$$

and

$$e(T) := \sup \{ e(T, X) : X \supset V \}.$$  

In particular, if $T = I_V$ is the identity on the space $V$, then $e(T, X) = \lambda(V, X)$ and $e(T) = \lambda(V)$, where $\lambda(V, X)$ and $\lambda(V)$ are the relative (to $X$) and absolute projection constants of the space $V$, respectively.

It is a classical result due to Nachbin [7] (cf [10]; see also [3]) that

(1.1) \quad e(I_V) = 1 \text{ iff } V \text{ is isometric to } \ell(\infty)^n.

In this note we prove that the set of all such operators consists precisely of those with spectrum lying in the circle. Of course we cannot define an operator $T$ other than (a scalar multiple of) the identity operator without specifying the space $V$. Hence this result has to be stated somewhat differently.
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We will formulate the result in terms of the action constants introduced in [2] and [4]. Let $V$ be a fixed Banach space of dimension $n$, and let $A$ be an $n \times n$ matrix. Let $A(V)$ be the set of all linear operators from $V$ into $V$ such that, for every $T \in A(V)$, there exists a basis in $V$ with respect to which the matrix of the operator $T$ is equal to $A$. (In this case we say that $T$ corresponds to the matrix $A$ and write $T \sim A$.) In this context we refer to $A$ as an action. An action constant of $A$ on $V$ is defined to be

$$
\lambda_A(V) := \inf \{ e(T) / \|T\| : T \in A(V) \}.
$$

With the help of this language we state the result in [5]:

**Theorem ([5]).** Let $A$ be an $n \times n$ matrix and the field be real. Then the implication

$$(\lambda_A(V) = 1) \Rightarrow (V \cong \ell_\infty^n)$$

holds iff $A = I$.

An unconditional action constant of $A$ on $V$ is defined to be

$$
\lambda_u^u(V) := \inf \{ e(T) : T \in A(V) \}.
$$

Further, let $\sigma(A)$ (the spectrum of $A$) = the set of all eigenvalues of $A$ and let $\rho(A)$ (the spectral radius of $A$) = $\max\{ |\lambda| : \lambda \in \sigma(A) \}$. If $T \sim A$, then $\sigma(T) = \sigma(A)$ and $\rho(T) = \rho(A)$. Also denote by $\mathbf{F}$ either the complex field $\mathbf{C}$ or the real field $\mathbf{R}$ and let $\mathbf{T}$ denote the unit circle (in the respective field), i.e., $\mathbf{T} = \{ e^{i\theta} : \theta \in [0, 2\pi) \} \cap \mathbf{F}$. In [5] we made the following conjecture:

**Conjecture.** Let $A$ be an $n \times n$ matrix and let $\mathbf{F} = \mathbf{C}$. Then the implication

$$(\lambda_u^u(V) = 1) \Rightarrow (V \cong \ell_\infty^n)$$

holds iff $\sigma(A) \subset \mathbf{T}$.

In this paper we prove the validity of this conjecture. In addition we prove that necessity part of the conjecture also holds in the real case.

2. Main results

In the following, if $A$ is an $n \times n$ matrix, then $\{ A : W \to W \} := \{ T \sim A : W \to W \}$. The following theorem may be known. We give a proof of it because we could not find it in any of the usual references. It sets the stage for what follows and indicates the distinction between the real and complex case.

**Theorem 1.** For any $n \times n$ matrix $A$ with entries from the field $\mathbf{F}$ we have

$$
(2.1) \quad \rho(A) = \inf \{ \| A : H \to H \| : H \text{ is isometric to } \ell_2^n \}
$$
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\[
\text{(2.2) } = \inf \{ \| A : V \to V \| : V \text{ an } n \text{-dimensional Banach space} \}. 
\]

Moreover, the infimum in (2.1) and (2.2) is attained if and only if every eigenvalue \( \lambda' \in \sigma(A) \) such that \( |\lambda'| = \rho(A) \) is a zero of the minimal polynomial of \( A \) of multiplicity 1.

**Proof in the Complex Case.** First observe that, if \( \lambda \) is an eigenvalue of \( A \), then there exists a vector \( v \in \mathbb{C}^n \) such that \( Av = \lambda v \). Hence

\[
\| Av \|_V = |\lambda| \| v \|_V 
\]

and hence

\[
\inf \{ \| A : V \to V \| : V \text{ is } n \text{-dimensional} \} \geq \max \{ |\lambda| : \lambda \in \sigma(A) \}. 
\]

Now, for every \( \epsilon > 0 \), we wish to construct a Hilbert space \( H \) such that

\[
\| A : H \to H \| \leq \rho(A) + \epsilon. 
\]

Equivalently, for every \( \epsilon > 0 \), we wish to construct a matrix \( B \) similar to \( A \) such that

\[
\| B : \ell_2^{(n)} \to \ell_2^{(n)} \| \leq \rho(A) + \epsilon. 
\]

Let \( \{\lambda_1, ..., \lambda_n\} \) be the spectrum of \( A \), where some of the \( \lambda_j \) may be the same. Then, for an arbitrary \( \eta > 0 \), there exists \( \eta_1, ..., \eta_n \in [0, \eta] \) such that \( A \) is similar to

\[
B_\eta = \begin{bmatrix}
\lambda_1 & \eta_1 & & \\
& \lambda_2 & \eta_2 & \\
& & \ddots & \\
& & & \lambda_{n-1} & \eta_{n-1} \\
& & & & \lambda_n
\end{bmatrix}. 
\]

Comparing this matrix to

\[
B_0 = \begin{bmatrix}
\lambda_1 & & \\
& \lambda_2 & \\
& & \ddots & \\
& & & \lambda_{n-1} \\
& & & & \lambda_n
\end{bmatrix}, 
\]

we have that there exists a constant \( C > 0 \) such that

\[
\|(B_0 - B_\eta) : \ell_2^{(n)} \to \ell_2^{(n)} \| < C\eta. 
\]
Picking $\eta < \epsilon/C$, we have
\[ \|B_\eta : \ell^{(n)}_2 \to \ell^{(n)}_2\| < \|B_0 : \ell^{(n)}_2 \to \ell^{(n)}_2\| + \epsilon \]
\[ = \max\{|\lambda_j| : j = 1, ..., n\} + \epsilon. \]

Finally, we prove the “moreover” part of the theorem: If $A$ is nilpotent, then the statement is obvious, since for any Banach space $V$
\[ \|A : V \to V\| > 0. \]

Hence, without loss of generality we may assume that $\rho(A) = 1$. By way of contradiction, let $\lambda_0 \in \sigma(A)$ such that $|\lambda_0| = 1$ and $\lambda_0$ is a zero of the minimal polynomial of $A$ of multiplicity strictly greater than 1. Then, using the Jordan form for $A$, we observe that there exist non-zero vectors $v_1, v_2 \in \mathbb{C}^n$ so that
\[ Av_1 = \lambda_0 v_1 + v_2; \quad Av_2 = \lambda_0 v_2. \]

If $\|A : V \to V\| = 1$, then $\|A^k : V \to V\| \leq 1, \forall k \in \mathbb{N}$. On the other hand
\[ \|v_1\| \geq \|A^k v_1\| \geq |\lambda_0^k v_1 + k\lambda_0^{k-1} v_2| \geq k\|v_2\| - \|v_1\| \to \infty \text{ as } k \to \infty. \]

\textbf{Proof in the Real Case.} The proof that, for every $\epsilon > 0$,
\[ \epsilon + \rho(A) \geq \inf\{\|A : V \to V\| : V \text{ is isometric to } \ell^{(n)}_2\} \]
is practically the same as in the complex case if the Jordan form
\[
\begin{bmatrix}
\lambda_1 & \eta_1 \\
\lambda_2 & \eta_2 \\
\vdots & \\
\end{bmatrix}
\]
is substituted for by the “real-block Jordan form”
\[
\begin{bmatrix}
\rho_1 \Lambda_1 & \eta_1 I \\
\rho_2 \Lambda_2 & \eta_2 I \\
\vdots & \\
\rho_{n-1} \Lambda_{n-1} & \eta_{n-1} I \\
\rho_n \Lambda_n
\end{bmatrix},
\]
where \( \Lambda_j = \begin{bmatrix} \sin \theta_j & \cos \theta_j \\ -\cos \theta_j & \sin \theta_j \end{bmatrix} \) and \( I \) is the \( 2 \times 2 \) identity matrix.

To prove that

\[
\|A : V \to V\| \geq \rho(A)
\]

we need a different trick, since \( A \) may have no real eigenvectors. Clearly (2.3) holds if \( A \) is nilpotent. Hence we can assume that \( \rho(A) = 1 \). If \( A \) has eigenvalues 1 or \(-1\) then the proof is done as in the previous case. If not then \( V \) can be written as a direct sum

\[
V = V_1 \oplus V_2
\]

where \( V_2 \) is a 2-dimensional Banach space and

\[
A|_{V_2} = \begin{bmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{bmatrix} =: A_1
\]

for some \( \alpha \). It suffices to prove that

\[
\|A_1 : V_2 \to V_2\| \geq 1.
\]

Indeed, applying \( A_1 \) to the unit ball \( B(V_2) \), we observe that the (Euclidean) area of \( (A_1 B(V_2)) \) is the same as the area of \( B(V_2) \). Hence \( \partial(A_1 B(V_2)) \cap \partial B(V_2) \neq \emptyset \) and thus \( \exists x \in S(V_2) : \|A_1 x\| = \|x\| = 1. \)

**Remark.** It is clear from the proof of the theorem that (in the complex case) (2.1) can be replaced by

\[
\inf \{\|A : V \to V\| : V \text{ is isometric to } \ell_p^{(n)}\}
\]

for every \( p \in [1, \infty] \). In the real case it is not so. Indeed

**Proposition 1.** Let \( F = \mathbb{R} \) and \( A = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \). Then

\[
\inf \{\|A : V \to V\| : V \text{ is isometric to } \ell_{\infty}^{(2)}\} = |\cos \theta| + |\sin \theta| > 1,
\]

for \( \theta \neq k\pi/2 \), although \( \rho(A) = 1 \).

**Proof.** \( \inf \{\|A : V \to V\| : V \text{ is isometric to } \ell_{\infty}^{(2)}\} = \inf_S \|S^{-1} A S\| \), where the norm is the maximum of the absolute row sums and \( S = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) is an arbitrary invertible \( 2 \times 2 \) matrix. Further let \( A_S = S^{-1} A S \), \( \Delta = ad - bc \), \( E = (ab + cd)/\Delta \), \( P = (b^2 + d^2)/\Delta \), \( Q = (a^2 + c^2)/\Delta \), \( \delta = \cot \theta \), \( \sigma = \sin \theta \), and note that \( 1 + E^2 = P Q \). Now, without loss, assume \( 0 < \theta < \pi/2 \). Then

\[
\frac{\|A_S\|}{\sigma} = \max\{|\delta + E| + |P|, |\delta - E| + |Q|\}.
\]
Case 1. $\delta \geq |E| \geq 0$:

$$\|A_S\|_\sigma = \delta + \max\{E + |P|, -E + |Q|\}.$$  

For $E$ fixed, determine, by use of $|Q| = (1 + E^2)/|P|$, that the two arguments of the max are equal to $\sqrt{1 + 2E^2}$ when $|P| = \sqrt{1 + 2E^2} - E$. On the other hand, if $|P| > \sqrt{1 + 2E^2} - E$ then obviously $E + |P| > \sqrt{1 + 2E^2}$, whereas if $|P| < \sqrt{1 + 2E^2} - E$ then $-E + |Q| = -E + (1 + E^2)/|P| > -E + (1 + E^2)/(\sqrt{1 + 2E^2} - E) = (1 + 2E^2 - E\sqrt{1 + 2E^2})/(\sqrt{1 + 2E^2} - E) = \sqrt{1 + 2E^2}$. We conclude that, for $E$ fixed, $\inf \max\{E + |P|, -E + |Q|\} = \sqrt{1 + 2E^2}$. Thus, the inf (over all $S$) is achieved when $E = 0$, and thus when $|P| = |Q| = 1$, i.e., when $ab + cd = 0$ and $b^2 + d^2 = a^2 + c^2 = |ad - bc|$, and in particular when $d = a$ and $b = c = 0$.

Case 2. $|E| \geq \delta > 0$:

Assume first that $E > 0$. Then

$$\|A_S\|_\sigma = E + \max\{\delta + |P|, -\delta + |Q|\}.$$  

Analogously as in Case 1, determine that the two arguments of the max are equal to $\sqrt{1 + E^2 + \delta^2}$ when $|P| = \sqrt{1 + E^2 + \delta^2} - \delta$. Thus, the inf (over all $S$) is achieved when $E = \delta$.

Assume finally that $E < 0$. Then

$$\|A_S\|_\sigma = -E + \max\{-\delta + |P|, \delta + |Q|\},$$  

and the argument is completely symmetric and the conclusion is the same as in the case $E > 0$.

Note, however, that $\delta + \sqrt{1 + 2\delta^2} > \delta + 1$ and thus the inf over all $S$ from both cases is achieved in Case 1. I.e., we find that the infimum is achieved for $S = I$ and thus

$$\inf \|A_S\| = \sigma(1 + \delta) = \sin \theta + \cos \theta.$$  

**Theorem 2.** Let $V$ be an $n$-dimensional Banach space and $T$ be an operator on $V$ such that $\sigma(T) \subset \mathbf{T}$ and $e(T) = 1$. Then $V$ is isometric to $\ell_\infty^n$. Moreover, in this case, all the eigenvalues of $T$ are simple roots of the minimal polynomial of $T$.

**Proof.** Complex case: Since $e(T) = 1$ we have $\|T : V \to V\| = 1$ and by the “moreover” part of Theorem 1, $T$ is diagonalizable; i.e., $\exists$ a basis in $V$ with respect to which $T$ can be represented as a diagonal matrix

$$T = \begin{bmatrix} 
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot
\end{bmatrix}.$$


By Dirichlet’s theorem (cf [9, p. 216]) we can find numbers $N, m_1, \ldots, m_n \in \mathbb{N}$ so that
\[ \left| \sigma_j - \frac{m_j}{N} \right| < \frac{1}{N^{1+1/n}}, \]
and this can be done for a sequence of $N \to \infty$. Then for the operators
\[ T_N := \begin{bmatrix} e^{2\pi i \frac{m_1}{N}} & & \\ & \ddots & \\ & & e^{2\pi i \frac{m_n}{N}} \end{bmatrix} : V \to V, \]
there is a constant $c_1$ independent of $N$ such that
\[ \|T_N - T\| < \frac{c_1}{N^{1+1/n}}, \]
and, since the extension constant is a continuous function, there exists a function $\phi(N)$ such that
\[ e(T_N) \leq e(T) + \phi(N) = 1 + \phi(N); \quad \phi(N) \to 0 \text{ as } N \to \infty. \]

Now let $\tilde{T}$ extend $T$ to $X$ minimally. Then $T_N^{-1} \circ \tilde{T}$ extends $I_V$ with norm
\[ \leq \|T_N^{-1}\|\|\tilde{T}\|, \]
where of course $\|\tilde{T}\| = e(T)$. But $T_N^{-1} \circ \tilde{T}$ is an extension of $T_N^{-1}$, whence
\[ e(T_N) \leq e(T_N)\|T_N^{-1}\| \leq (1 + \phi(N))(1 + \frac{c_1}{N^2})^{N-1}. \]

Finally, since $T_N^{-1} = I : V \to V$, we have
\[ \lambda(V) \leq (1 + \phi(N))(1 + \frac{c_1}{N^2})^{N-1} \to 1 \text{ as } N \to \infty. \]

Hence $\lambda(V) = 1$ and $V \simeq \ell^{(n)}_{\infty}$.

Real case: The “real” case is again done in exactly the same way where the matrices
\[ \begin{bmatrix} e^{2\pi i \sigma_1} & & \\ & \ddots & \\ & & e^{2\pi i \sigma_n} \end{bmatrix} \]
are replaced by matrices of the form
\[ \begin{bmatrix} \Lambda_1 & & \\ & \ddots & \\ & & \Lambda_k \end{bmatrix}, \quad \text{where } \Lambda_j = \begin{bmatrix} \cos(2\pi \sigma_j) & \sin(2\pi \sigma_j) \\ -\sin(2\pi \sigma_j) & \cos(2\pi \sigma_j) \end{bmatrix} \]
or $\Lambda_j$ is a real number. But, furthermore, from Proposition 1 we see that in fact all the $\sigma_j$ must be $0$ or $1/2$ and that in fact therefore all the matrices representing $T$ must be diagonal matrices with entries $\pm 1$. Hence $T$ is an involution and the above argument works with $N = 2$. \blacksquare
Corollary 1. If \( \sigma(A) \subset T \) and \( \lambda^n_A(V) = 1 \), then \( V \simeq \ell^{(n)}_\infty \).

Proof. For every \( \epsilon > 0 \), let \( T_\epsilon \sim A \) and \( 1 \leq e(T_\epsilon) \leq 1 + \epsilon \). Then in particular \( \|T_\epsilon\| \leq 1 + \epsilon \). Hence by compactness \( \exists \epsilon_1, \ldots, \epsilon_k \) such that \( T_{\epsilon_k} \to T \), \( e(T_{\epsilon_k}) \to e(T) = 1 \). Since eigenvalues are continuous functions of the operator, we have \( \sigma(T) = \sigma(A) \subset T \), and by the previous theorem we conclude that \( V \simeq \ell^{(n)}_\infty \). □

We will now prove a converse to Theorem 2 in the case when the field \( F = \mathbb{C} \).

Theorem 3. Let \( F = \mathbb{C} \) and let \( A \) be an \( n \times n \) matrix such that \( \rho(A) = 1 \) and every eigenvalue of \( A \) of modulus one is a zero of the minimal polynomial of \( A \) of multiplicity 1. If \( \sigma(A) \) is not a subset of the unit circle, then there exists a Banach space \( V \) and an operator \( T : V \to V \) such that \( V \) is not isometric to \( \ell^{(n)}_\infty \), \( T \sim A \) and \( e(T) = 1 \).

Proof. Let \( \lambda_1, \ldots, \lambda_k \in \sigma(A) \cap T \) and \( \lambda_{k+1}, \ldots, \lambda_n \in \sigma(A) - T \). If \( n - k = 1 \) then the proof is identical to ([5], Theorem 1, Case 1). If \( n - k > 1 \) then (for every \( \epsilon > 0 \)) we can find a Banach space \( U \) with \( \dim U = n - k \) such that

\[
1 < d(U, \ell^{(n-k)}_\infty) < 1 + \epsilon,
\]

where “\( d \)” denotes the Banach-Mazur distance (cf [10]). For every \( \eta > 0 \) there exists \( \eta_{k+1}, \ldots, \eta_{n-1} \) so that \( 0 < \eta_j < \eta \) and \( A \) is similar to the matrix

\[
\begin{bmatrix}
A' & 0 \\
0 & A''
\end{bmatrix},
\]

where

\[
A' = \begin{bmatrix}
\lambda_1 & & \\
& \lambda_2 & \\
& & \ddots \\
& & & \lambda_{k-1} \\
& & & & \lambda_k
\end{bmatrix},
\]

and

\[
A'' = \begin{bmatrix}
\lambda_{k+1} & \eta_{k+1} & & \\
\lambda_{k+2} & \eta_{k+2} & & \\
& \ddots & \ddots & \\
& & \ddots & \lambda_{n-1} \\
& & & \lambda_n & \eta_{n-1} \end{bmatrix}.
\]

Let \( \gamma = \max\{|\lambda_{k+1}|, \ldots, |\lambda_n|\} < 1 \). Then \( \|A'' : U \to U\| \leq (\gamma + \eta) \) and hence

\[
e(A'') \leq (\gamma + \eta)(1 + \epsilon).
\]
Since $\gamma < 1$ we can pick $\eta, \epsilon$ so small that $e(A'' \eta) < 1$. Let $V = \ell_\infty^{(k)} \oplus U$ where the direct sum is taken in the $\ell_\infty$-sense. Then $A = \begin{bmatrix} A' & 0 \\ 0 & A'' \end{bmatrix} : V \to V,$

$e(A) = \max\{e(A'), e(A'')\} = 1$. $V$ is not isometric to $\ell_\infty^{(n)}$, however, since $U$ is not isometric to $\ell_\infty^{(n-k)}$ and yet the natural projection from $\ell_\infty^{(k)} \oplus U \to U$ is of norm one.

The following generalization of Theorem 3 gives a converse to the corollary to Theorem 2 if $F = C$.

**Theorem 4.** Let $F = C$ and $A$ be an $n \times n$ matrix with $\rho(A) = 1$ and not all of whose eigenvalues lie on the unit circle. Then $\exists V$ such that $V$ is not isometric to $\ell_\infty^{(n)}$ and yet $\lambda^*_u(A)(V) = 1$.

**Proof.** In order to prove this theorem we need to find a Banach space $V$ ($\not\simeq \ell_\infty^{(n)}$) such that, for every $\delta > 0$, there is a matrix $T_\epsilon$ similar to $A$ with the property that $e(T_\epsilon) < 1 + \delta$.

The space $V$ is the same as in the proof of Theorem 3. Likewise the proof is identical. This time for arbitrary $\eta > 0$ we write

$$A_\eta = \begin{bmatrix} A'_\eta & A''_\eta \end{bmatrix},$$

where

$$A'_\eta = \begin{bmatrix} \lambda_1 & \eta_1 \\ \lambda_2 & \eta_2 \\ \vdots & \vdots \\ \lambda_{k-1} & \eta_{k-1} \\ \lambda_k \\ \end{bmatrix} : \ell_\infty^{(k)} \to \ell_\infty^{(k)}; \, \eta_j < \delta$$

and $A''_\eta$ is defined as in Theorem 3. $\|A'_\eta\| \leq 1 + \eta$ and hence $e(A'_\eta) \leq 1 + \delta$ and $e(A_\eta) \leq \max\{e(A'_\eta), e(A''_\eta)\} \leq 1 + \delta$. 

**Note.** After this paper was accepted for publication, M. I. Ostrovski ([8]), using methods similar to those in this paper, proved the following:

**Theorem.** Let $A$ be an $n \times n$ matrix and the field be real. Then the implication

$$(\lambda^*_u(A)(V) = 1) \Rightarrow (V \simeq \ell_\infty^{(n)})$$

holds iff $A$ has the same spectrum as one of the $n!2^n$ isometries of $\ell_\infty^{(n)}$ (n! permutations of the $n$ standard basis elements each with arbitrary sign).
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This book is devoted to a rapidly developing branch of the qualitative theory of difference equations with or without delays. It presents the theory of oscillation of difference equations, exhibiting classical as well as very recent results in that area. While there are several books on difference equations and also on oscillation theory for ordinary differential equations, there is until now no book devoted solely to oscillation theory for difference equations. This book is filling the gap, and it can easily be used as an encyclopedia and reference tool for discrete oscillation theory.

In nine chapters, the book covers a wide range of subjects, including oscillation theory for second-order linear difference equations, systems of difference equations, half-linear difference equations, nonlinear difference equations, neutral difference equations, delay difference equations, and differential equations with piecewise constant arguments. This book summarizes almost 300 recent research papers and hence covers all aspects of discrete oscillation theory that have been discussed in recent journal articles. The presented theory is illustrated with 121 examples throughout the book. Each chapter concludes with a section that is devoted to notes and bibliographical and historical remarks.

The book is addressed to a wide audience of specialists such as mathematicians, engineers, biologists, and physicists. Besides serving as a reference tool for researchers in difference equations, this book can also be easily used as a textbook for undergraduate or graduate classes. It is written at a level easy to understand for college students who have had courses in calculus.