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Abstract

In relation to Fourier-Pade approximation, Ed Saff observed that Taylor and Lagrange interpolation projections satisfy the following property:

\[ P(f) \cdot P(g) \in \Pi_n \implies P(f \cdot g) = P(f) \cdot P(g). \]

We classify all projections that satisfy this property, thus answering a question of Saff. Some error formulas for approximation with the above mentioned projections are also produced.
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1 Preface

Ages ago, Ed Saff ([8]) asked me the following question:

**Problem 1.1** What are projections \( P \) onto the space of polynomials \( \Pi_n \) of degree at most \( n \), that have the property that

\[ P(f) \cdot P(g) \in \Pi_n \implies P(f \cdot g) = P(f) \cdot P(g)? \]  

He observed that this property holds for both, Lagrange interpolating projections and Taylor projections, and is used in the study of Pade-Fourier approximation. I promised Ed an answer. Now, years later it is time to fulfill that pledge.

Actually, the property (1.1) in greater generality is equivalent to an "ideal property" of projection \( P \) as defined by G. Birkhoff [2]. In the next section we will prove that equivalence and give a complete self-contained proof that projections in \( \mathbb{C}[z] \) that satisfy (1.1) are precisely the Hermite interpolation projections. In the last section we present some "Error formulas" for these projections.

Here are some notations. Let \( \mathbb{F} \) stands for a field of real or complex numbers. Let \( \mathbb{F}[z] \) denotes the space of polynomials in the indeterminate \( z \) with coefficients
in \( \mathbb{F} \). We will use the word projection, to mean a linear idempotent mapping on \( \mathbb{F}[z] \).

**Definition 1.2** A projection \( P := H_{\Delta, \mathcal{N}} \) is called a Hermite projection if there exists a finite set of distinct points \( \Delta = \{z_1, ..., z_m\} \subset \mathbb{F} \) and a set of integers \( \mathcal{N} = \{n_1, ..., n_m\} \subset \mathbb{N} \) such that for every \( f \in \mathbb{F}[z] \) and every \( j = 1, .., m \):

\[
(H_{\Delta, \mathcal{N}}f)^{(k)}(z_j) = f^{(k)}(z_j); \quad k = 0, ..., n_j - 1,
\]

and

\[
\dim \text{Im } H_{\Delta, \mathcal{N}} = \sum_{j=1}^{m}(n_j - 1).
\]

**Remark 1.3** Observe that in the case \( n_j = 1 \) for all \( j \), the Hermite projector \( H_{\Delta, \mathcal{N}} \) is an interpolating projector. In the case \( m = 1 \), the Hermite projection \( H_{\Delta, \mathcal{N}} \) is the Taylor projection.

Notice that here as well as in the rest of the paper no assumptions on the range of the projection is made.

### 2 Algebra of Ideal Projections

**Definition 2.1** (cf. [2]) A projection \( P \) on \( \mathbb{F}[z] \) is called an ideal projection if \( \ker P \) is an ideal in \( \mathbb{F}[z] \).

In the next proposition we collect a few properties of ideal projections:

**Proposition 2.2** The following are equivalent

1) A projection \( P \) on \( \mathbb{F}[z] \) is ideal.

2) A projection \( P \) on \( \mathbb{F}[z] \) satisfies

\[
P(f \cdot g) = P(f \cdot P(g)), \forall f, g \in \mathbb{F}[z].
\]

3) A projection \( P \) on \( \mathbb{F}[z] \) satisfies

\[
P(f \cdot g) = P(P(f) \cdot P(g)), \forall f, g \in \mathbb{F}[z].
\]

4) A projection \( P \) has the property

\[
P(f) \cdot P(g) \in \text{Im } P \implies P(f \cdot g) = P(f) \cdot P(g).
\]

**Proof.** 1)\(\implies\)2): Suppose that \( \ker P \) is an ideal. Since \( g - P(g) \in \ker P \), we have \( f \cdot (g - P(g)) \in \ker P \). Hence \( P(f \cdot g - f \cdot P(g)) = 0 \), which implies (2.1).

2)\(\implies\)3). Is easily obtained by using (2.1) twice.

3)\(\implies\)4). Follows from the idempotence of \( P \):

\[
P(f) \cdot P(g) \in \text{Im } P \implies P(P(f) \cdot P(g)) = P(f) \cdot P(g).
\]
Suppose $P$ satisfies (2.3) and $f \in \ker P$. Then
\[
0 = P(f) = P(f) \cdot P(g) \in \Im P
\]
and by (2.3):
\[
P(f \cdot g) = 0 \implies f \cdot g \in \ker P.
\]
Hence $\ker P$ is an ideal.

A nice characterization (2.1) of ideal projections is due to Carl de Boor [3]. For the record, we now give a complete characterization of ideal projectors. This is certainly not new, since the various generalizations to several variables are discussed in [7].

**Theorem 2.3** A projection $P$ on $\mathbb{C}[z]$ is ideal if and only if $P = H_{\Delta, \mathfrak{m}}$ is a Hermite projection for some $\Delta$ and $\mathfrak{m}$.

In particular every ideal projection has a finite-dimensional range.

**Proof.** Let $P$ be an ideal projection. Since $\ker P$ is an ideal in $\mathbb{C}[z]$ and since every ideal in $\mathbb{C}[z]$ is a principal ideal (cf. [1]), it implies that there exists a polynomial
\[
p(z) = \prod_{j=0}^{m}(z - z_j)^{(n_j - 1)}
\]
such that
\[
\ker P = (p) = \{ g \cdot p : g \in \mathbb{C}[z] \}.
\]
Since $f - P(f) \in \ker P$ for every $f \in \mathbb{C}[z]$, we conclude that
\[
f(z) - P(f)(z) = g(z) \cdot \prod_{j=0}^{m}(z - z_j)^{(n_j - 1)}
\]
for some $g \in \mathbb{C}[z]$. It is easy to deduce from (2.5) that
\[
(Pf)^{(k)}(z_j) = f^{(k)}(z_j)
\]
just as (1.2) requires. Next observe that $\deg p = \sum_{j=1}^{m}(n_j - 1)$ and denote this degree as $(n + 1)$. Then every non-zero polynomial $g \in \ker P = \{ g \cdot p : g \in \mathbb{C}[z] \}$ is a polynomial of degree $(n + 1)$ or higher and hence
\[
\Pi_n \cap \ker P = \{0\}.
\]
Finally since the ideal $\ker P$ contains a polynomial $p$ of exact degree $(n + 1)$, we conclude that
\[
\Pi_n \oplus \ker P = \mathbb{C}[z]
\]
and therefore
\[
\dim \Pi_n = \text{codim ker } P = \dim \Im P = (n + 1) = \sum_{j=1}^{m}(n_j - 1)
\]
which proves (1.3).
Conversely suppose that $P = H_{\Delta, n}$ as defined by (1.2) and (1.3). Then it follows easily from (1.2) and the Leibniz rule for derivatives that

\[(g \cdot (H_{\Delta, n} f))^{(k)}(z_j) = (f \cdot g)^{(k)}(z_j); k = 0, ..., n_j - 1; j = 0, ..., n - 1.\]

Hence

\[H_{\Delta, n}(f \cdot H_{\Delta, n}(g)) = H_{\Delta, n}(f \cdot g)\]

implies (2.1), which proves the theorem.

**Remark 2.4** It is interesting to observe that (2.6) and the Theorem 2.3 immediately implies that the Hermite interpolation problem always has unique solution in the space of polynomials $\Pi_n$. In fact (cf [11]) the space $\Pi_n$ is a unique subspace in $\mathbb{C}[z]$ that has this property. More over the space $\Pi_n$ is a unique Chebushev subspace in $\mathbb{C}[z]$.

The real version of the Theorem 2.3 no longer holds as stated.

**Example 2.5** Define a mapping $P : \mathbb{R}[x] \to \Pi_1 = \text{span}\{1, x\}$ as follows:

\[P(x^j) = \begin{cases} 
1 & \text{if } j = 0 \pmod{4} \\
 x & \text{if } j = 1 \pmod{4} \\
 -1 & \text{if } j = 2 \pmod{4} \\
 -x & \text{if } j = 3 \pmod{4}
\end{cases}\]

for all $j = 0, 1, ...$ and extend it by linearity to $\mathbb{R}[x]$. Clearly $P$ is a linear mapping onto $\Pi_1$ and

\[P(1) = 1, P(x) = x.\]

Therefore $P$ is a projection. Next observe that

\[x^2 - P(x^2) = x^2 + 1 \neq 0.\]

Consequently, the projection $P$ does not interpolate $f(x) = x^2$ and hence is not a Hermite projection.

However for every finite sum $f = \sum a_k x^k$ with real coefficients, the expression

\[f(\pm i) := \sum a_k (\pm i)^k\]

is a well defined (complex) scalar, and it is easy to see that

\[P f(\pm i) = f(\pm i)\]

since it is so for every monomial. In particular $P$ satisfies (2.3).

This example suggests an easy (although a bit awkward) modification of the Theorem 2.3 for the real case:
Theorem 2.6  A projection \( P \) on \( \mathbb{R}[z] \) is ideal if and only if there exists a finite sets of distinct points \( \Delta = \{x_1, \ldots, x_m\} \subset \mathbb{R}, \Delta' = \{z_1, \ldots, z_s\} \subset \mathbb{C}\setminus \mathbb{R} \) and sets of integers \( \mathcal{N} = \{n_1, \ldots, n_m\} \subset \mathbb{N}, \mathcal{N}' = \{n'_1, \ldots, n'_s\} \subset \mathbb{N} \) such that for every \( f \in \mathbb{F}[z] \) and every \( j = 1, \ldots, m \):

\[
(Pf)^{(k)}(x_j) = f^{(k)}(x_j); \ k = 0, ..., n_j - 1, \tag{2.7}
\]

for every \( l = 1, \ldots, s \)

\[
(Pf)^{(k)}(z_l) = f^{(k)}(z_l); \ k = 0, ..., n'_l - 1, \tag{2.8}
\]

and

\[
\dim \text{Im } P = \sum_{j=1}^{m}(n_j - 1) + 2 \sum_{l=1}^{s}(n'_l - 1). \tag{2.9}
\]

Proof. The proof is the same as that of the previous Theorem, with one obvious modification. This time the ideal

\[
\ker P = \langle p \rangle := \{g \cdot p : g \in \mathbb{C}[z]\}
\]

is generated by the polynomial \( p \) of the form

\[
p(z) = (\cap_{j=0}^{m}(z - x)(n_j - 1))((z - z_1)(z - z_2))^{(n'_1 - 1)}. \tag{2.10}
\]

Observe that (2.8) implies

\[
(Pf)^{(k)}(z_l) = f^{(k)}(z_l); \ k = 0, ..., n'_l - 1. \tag{2.11}
\]

The rest of the argument is the same as in the proof of the Theorem 2.3. ■

The Theorems 2.3 and 2.6 explain the special role that Taylor, Lagrange and, in full generality, Hermite interpolation plays in Approximation Theory. The ideal property of these interpolants allow us to view approximation as the process of division. For instance the kernel of the Taylor projection \( T_n \) onto \( \Pi_n \) is an ideal generated by polynomial \( z^{n+1} \). The process of division of \( f \) by \( z^n \):

\[
f = z^{n+1} q(f) + T_n(f). \tag{2.12}
\]

Ironically it is the Taylor polynomial that is (in the language of algebra) the remainder of the division, while the ”remainder” in Taylor Theorem is the main part.

Lagrange interpolation (that in full generality becomes Hermite interpolation and includes Taylor) also have this property. The kernel of Lagrange interpolating projector is also an ideal of functions (polynomials) that vanish on a given set of points, hence it is also the remainder of the division of \( f \) by a polynomial \( \omega(x) = \cap_{j=1}^{n}(x - x_j) \).

Now the equivalent properties (2.2) and (2.3), can be understood as a purely algebraic fact: The remainder of the product is equal to the remainder of the product of the remainders.
3 Error Formulas

The plethora of forms for the error in Taylor, Lagrange and Hermite interpolation can also be understood from the ideal point of view. Here is the general perspective.

Let $P$ be an ideal projection, and let the ideal $\ker P$ be generated by a polynomial $h \in \mathbb{F}[z]$:  
$$\ker P = \{ h \cdot g : g \in \mathbb{F}[z] \}.$$  
Since $f - Pf \in \ker P$, hence
$$f - Pf = h \cdot A(f).$$  
It is easy to see that (3.1) defines a linear operator:
$$A : \mathbb{F}[z] \to \mathbb{F}[z]$$  
and
$$\ker A = \ker(I - P) = \text{Im} P.$$  
We claim that various factorizations of this operator $A$ give rise to the error formulas. We start with the following general lemma:

**Lemma 3.1** Let $A : X \to Y$ and $B : X \to Z$ be two linear operators. Then
$$A = CB$$  
for some linear operator $C$ if and only if
$$\ker B \subseteq \ker A.$$  

**Proof.** The necessity is obvious. For sufficiency, define a linear operator
$$J : X/\ker B \to X/\ker A$$  
that maps an equivalence class $[f]_B \in X/\ker B$ into the equivalence class $[f]_A \in X/\ker A$.

Assume that $g \in [f]_B$. Then $(f - g) \in \ker B$ and by (3.5), we conclude that $(f - g) \in \ker A$. Hence the operator $J$ is well defined and the diagram:
$$X \xrightarrow{\alpha} X/\ker A \xleftarrow{J} X/\ker B$$  
commutes. Here $\alpha$ and $\beta$ are the canonical embeddings.

Consider the following diagram:
$$Y \xleftarrow{A} X \xrightarrow{B} \text{Im} B \subseteq Z$$  
$$\xleftarrow{\delta} \quad \xrightarrow{\gamma} \quad \text{Im} B \subseteq Z$$  
$$X /\ker A \xleftarrow{J} X /\ker B$$  
with $\delta$ and $\gamma$ defined as natural injections. Since $\gamma$ is also onto, it has an inverse mapping $\gamma^{-1}$.
This diagram is commutative since every triangular diagram in it is commutative. Thus

\[ A = (\delta J \gamma^{-1}) B \]

which proves the lemma. ■

In particular, if the interpolation projection has \( \Pi_n \) as its range then for all \( k \leq n + 1 \), the operators

\[ B_k := \frac{d^k}{dz^k} : \mathbb{F}[z] \to \mathbb{F}[z] \quad (3.6) \]

have \( \ker B_k \subset \Pi_n \). Thus, by (3.3)

\[ \ker A = \text{Im } P \cap \Pi_n \supset \ker B \]

and by Lemma 3.1 we have:

\[ f - Pf = h \cdot C_k(f^{(k)}). \quad (3.7) \]

Usually the operator \( C \) in (3.7) has an integral form. For instance in the real case (cf [4]) of Lagrange interpolation \( H_\Delta \) with \( \Delta = \{z_1, ..., z_m\} \subset \mathbb{R} \), the kernel of \( H_\Delta \) is an ideal generated by polynomial \( h(z) = \prod_{j=1}^{n+1} (z - z_j) \)

\[ f(z) - H_\Delta f(z) = \prod_{j=1}^{n+1} (z - z_j) \cdot \int K_\Delta(t, z) f^{(n+1)}(t) dt, \]

where \( K_\Delta(t, z) \) is a B-spline at the nodes \( \Delta' = \{z_1, ..., z_m, z\} \). In the complex case various integral representations are described in [6], [5], [9] and [10]. We will now extend these results to the ideal projections with an arbitrary range.

**Definition 3.2** Define \( \mathbb{C}[[z]] \) to be the ring of all formal power series in \( z \) with coefficients in \( \mathbb{C} \).

**Theorem 3.3** Let \( P \) be an ideal projection with \( \ker P = \langle h \rangle \). Let \( B \) be an operator on \( \mathbb{C}[z] \) such that

\[ \ker B \subset \text{Im } P. \quad (3.8) \]

Then there exists an operator \( C \) defined on \( \mathbb{C}[z] \) such that

\[ f - Pf = h \cdot C(Bf). \quad (3.9) \]

Moreover the operator \( C \) can be written as an integral operator

\[ Cg(z) = \int_{\{|\zeta| = |z|+1\}} K(z, \zeta)g(\zeta) d\zeta \quad (3.10) \]

with \( K(z, \zeta) \in \mathbb{C}[[\zeta^{-1}]] \) for every \( z \).
Proof. The existence of operator $C$ follows directly from (3.8) and Lemma 3.1, since
\[ \ker B \subset \text{Im } P = \ker(I - P). \]
It remains to prove (3.10). Let $p_k$ be a polynomial defined by
\[ p_k = P(z^k), \]
then
\[ C(\sum_{k=0}^{N} a_k z^k) = \sum_{k=0}^{N} a_k p_k. \]
Letting $f(z) = \sum_{k=0}^{N} a_k z^k$, we have
\[ a_k = \frac{1}{2\pi i} \int_{|\zeta|=|z|+1} \frac{f(\zeta)}{\zeta^{k+1}} d\zeta \]
and hence
\[ Cf(z) = \int_{|\zeta|=|z|+1} f(\zeta) \left( \frac{1}{2\pi i} \sum_{k=0}^{\infty} \frac{p_k(z)}{\zeta^{k+1}} \right) d\zeta. \tag{3.11} \]
Setting
\[ K(z, \zeta) = \frac{1}{2\pi i} \sum_{k=0}^{\infty} \frac{p_k(z)}{\zeta^{k+1}} \]
we obtain the desired conclusion. Notice that while $K(z, \zeta)$ is only a formal power series in $\zeta^{-1}$, for every polynomial $f$ only finitely many terms in (3.11) are non-zero. Thus (3.11) indeed defines a linear mapping on $\mathbb{C}[z]$.  

I am grateful to Professor Rakhmanov for suggesting the elegant proof of the last theorem.
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