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ABSTRACT. In this note we summarize some necessary and sufficient conditions
for subspaces invariant with respect to the backward shift to contain smooth func-
tions. We also discuss smoothness of moduli of functions in such subspaces.

1. INTRODUCTION

For 0 < p < oo, let HP denote the classical Hardy space of analytic functions
on the disk D := {z € C: |z| < 1}. As usual, we also treat H? as a subspace of
LP(T,m), where T := 0D and m is the normalized arc length measure on T.

Now suppose € is an inner function on D, that is, § € H* and |6(¢)| = 1 for
m-almost all ( € T. Factoring 6 canonically, we get § = B.S, where B is a Blaschke
product and S is a singular inner function (see [12], Chapter II). The latter is thus

of the form
(+ =z

S(z) = Su(2) ::exp{—AC_Zdu(g)},

where p is a (positive) singular measure on T, and we shall write p = pug(= ps) to
indicate that p is associated with 6 (or S) in this way.
We shall be concerned with the star-invariant subspace

(1.1) Ky = H* © 0H?

that 6 generates in H2. Here, the term star-invariant stands for invariant under the
backward shift operator

fe(f=f0)/z  fen?,

and it is well known that the general form of a (closed and proper) star-invariant
subspace in H? is actually given by (1.1), with 6 inner; see, e. g., [5] or [14].

This paper treats two questions related to the (boundary) smoothness of functions
in Ky. The first of these concerns the very existence of nontrivial functions in KyN.X,
where X is a given smoothness class. The answer should of course depend on X,
but for a wide range of X’s it turns out to be the same. Before we can state it, let
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us recall that a closed subset E of T is said to be a Carleson (or Beurling—Carleson)
set if

/logdist(C,E) dm(¢) > —oo.
T

Originally, Carleson sets arose in [4] and the earlier work of Beurling as boundary
zero-sets of analytic functions on D that are smooth, say of class C* or C™, up to
T. Later on, they emerged in Korenblum’s and Roberts’ description of cyclic inner
functions in Bergman spaces; see [13], [15] and [6], Chapter 8.

Our first result, Theorem 2.1, basically says that for many — or “most” — natural
smoothness spaces X, one has Ky N X = {0} if and only if 6 is a singular inner
function with the property that

(1.2) wg(E) =0 for every Carleson set £ C T.

This contrasts with the fact that the intersection Ky N C(T) is always dense in Ky
(and hence always nontrivial), a result due to A. B. Aleksandrov; cf. [1], Theorem
6.

We admit that our Theorem 2.1 is not completely original, and the appearance of
Carleson sets in this context should not be surprising. For instance, it was proved by
H. S. Shapiro in [16] that if  is a singular inner function for which (1.2) fails, then
Ky contains nonzero functions of class C"(T), for any fixed n. The new feature is,
however, that our theorem applies to a larger scale of smoothness classes X. These
range from the nicest possible space C*°(T) to certain Bergman—Sobolev (or Besov)
spaces that contain unbounded functions and enjoy very little smoothness indeed.
In fact, those Bergman—Sobolev spaces are “almost the largest ones” for which the
Korenblum-Roberts condition (1.2) is still relevant; we shall explain this in more
detail below.

Our second theme is related to moduli of Ky-functions. Roughly speaking, the
question is how various smoothness properties of f € Ky are affected by those of |f|.
More precisely, we seek to determine the nonnegative functions ¢ on T for which the
set {f € Ky : |f| = ¢} is nonempty and lies in a given smoothness class. This time
we restrict our attention to the Lipschitz spaces A, defined in terms of a majorant
w; the solution is then given by Theorem 3.1.

2. SMOOTH FUNCTIONS IN Kjy: EXISTENCE

First let us fix some additional notations. We write ¢ for the normalized area
measure on D, and AP for the Bergman p-space defined as the set of analytic functions
in LP(D, 0); we also need the Bergman—Sobolev spaces AP! := {f € AP : f' € AP}.

Further, we recall the definition of the Lipschitz—Zygmund spaces A* = A%(T)
with a > 0. Given a = k 4 (3, where k£ > 0 is an integer and 0 < § < 1, the space
A® consists of those functions f € C*(T) which satisfy

@) — B =0(hP), if 0<p<1,

and

FP) = 2fP(C) + fB (™) = O(|n]), if B=1,
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uniformly in ¢ € T and h € R. Finally, we put AG = H>* N A® and A% =
H>* NC>(T).

Theorem 2.1. Let 6 be an inner function on . The following statements are
equivalent.

(i.1) Ky contains a nontrivial function of class A™.
(il.1) Ky contains a nontrivial function of class | J,., AP".
(iii.1) Either 6 has a zero in D, or there is a Carleson set E C T with ug(E) > 0.

Proof. The implication (i.1) = (ii.1) is obvious.

(ii.1) = (iii.1). Suppose (iii.1) fails, so that 6 is a purely singular inner function,
whose associated measure pg vanishes on every Carleson set. By the Korenblum—
Roberts theorem (see [6], p. 249), it follows that 6 is a cyclic vector in each Bergman
space A? with ¢ > 1.

Now if (ii.1) holds, then we can find a nontrivial function F' € Ky N AP!, with
some p > 1. Being orthogonal to #H? (in H?), this F satisfies

(2.1) /szz) 0(2)"dz=0  (n=0,1,...).

Using Green’s formula, we rewrite (2.1) as

(2.2) /Dmﬁ(z)z” do(z) =0 (n=0,1,...),

where f := (zF)". Letting ¢ = p/(p — 1), we further rephrase (2.2) by saying that
the family {62" : n > 0} (and hence the subspace it spans in A?) is annihilated by a
nonzero functional in (A?)* = AP, namely by the functional g — [ fgdo. Indeed,
we have f € AP because F' € AP!, and f # 0 because F' # 0. Thus 6 generates a
proper shift-invariant subspace in A? and is, therefore, a noncyclic vector therein.
This contradiction implies that (iii.1) holds as soon as (ii.1) does.

(iii.1) = (i.1). If 0 has a zero 2o in D, then z — (1 — Z2)~! is a nontrivial
function in Ky N A>.

Now assume that # is a singular inner function and that £ C T is a Carleson
set with ug(E) > 0. Put v := /Lg‘E, and let S = S, be the corresponding singular
inner function. Since S divides 6, and hence Kg C Ky, it suffices to find a nontrivial
A>-function in Kg. First we observe that, since v lives on a Carleson set, S must
divide the inner part of some nontrivial A>-function (see [19], Corollary 4.8). Thus,
GS € A for some G € H*, G # 0, whence it actually follows (see, e.g., [19],
Theorem 4.1) that G € A*. In fact, there is no loss of generality in assuming that
G is outer (once again, because division by inner factors preserves membership in
A>). Next, we claim that

(2.3) GS € C*(T),

a fact we shall soon verify.

Postponing this verification for a moment, let us now use (2.3) to complete the
proof. Put ® := 2GS and f := P, ®, where P, stands for the orthogonal projection
from L?(T) onto H%. Our plan is to show that f is a nontrivial function in AN K.
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First of all, f # 0, because otherwise we would have ® € ZH?, or equivalently
GS € H?, which is impossible since G is outer and S is inner. To see that f is in
C>* = C*(T), and hence in A, we note that & € C'° by virtue of (2.3) and then
recall that P, maps C* into itself. Finally, since f € H?, the inclusion f € Kg will
be established as soon as we check that f is orthogonal to the subspace SH?. This
we now do: if h € H?, then

/fo_Ldm:/q)Sl_ldm:/ZGi_zdm:(),
T T T

where the first equality holds because the antianalytic function (I — Py)® is auto-
matically orthogonal to Sh.

It remains to prove (2.3). Fix a > 0 and an integer n with n > a. This done, we
invoke Proposition 1.5 of [8] which says, in particular, that given a function F' € A%
and an inner function I, the inclusions FI™ € A9 and F/I" € A* are equivalent.
Applying this to F = G and I = S'/", while recalling that GS € A® C A%, we
deduce that G/S(= GS) is in A®. And since this happens for each o > 0, we finally
conclude that

GS e (A" =C>(T),
a>0

as desired. O

Remarks. (1) In connection with condition (ii.1) above, we observe that Ky always
contains nontrivial H*-functions; one example is 1 —(0)d. Now if B stands for the
Bloch space (i.e., the set of analytic functions f on D with sup,.p(1—|2])|f'(2)| < 00),
then we have
H*CcBcC (] A4,
0<p<1

so the intersection KoM, <p<l AP is always nontrivial. Thus, the smoothness class
Up>1 APl in Theorem 2.1 cannot be made “much larger” (say, by extending the
union to p > 1 — ¢) if the result is to remain true.

(2) We do not know, however, if the latter class can be replaced by A%'. The
dual of A being the Bloch space B (see [6], p.48), the question can be rephrased in
terms of weak* cyclicity of an inner function in B. While the Korenblum-Roberts
condition (1.2) on a singular inner function 6 is necessary for 6 to be weak™* cyclic
in B, the sufficiency of that condition seems to present an open problem. This was
mentioned in [3], and we are unaware of any further progress on that matter.

On the other hand, some sufficient conditions for weak™ cyclicity in B — and a
construction of an inner function satisfying them — can be found in [2]. In particular,
there do exist inner functions # with the property that Ky N A% = {0}.

3. SMOOTH FUNCTIONS IN Ky AND THEIR MODULI

This section deals with the following problem. Suppose ¢ is a nonnegative function
on T that coincides a.e. with the modulus of some Kjp-function (this will be written
as ¢ € |Ky|). When does it happen that all functions f € Ky with |f| = ¢ are
smooth, in some sense or other?
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We shall address this question when smoothness is understood as membership
in A, = A,(T), the Lipschitz space associated with a majorant (alias, modulus of
continuity) w. It will be assumed that w : [0,2] — R is a continuous increasing
function with w(0) = 0 and that w(t)/t is non-increasing. The space A, is then
formed by those functions f € C(T) which satisfy

f(21) = f(z) =0 (w(|lz1 — 22]), 21,22 €T.
Thus, we want the set

M(0,p) :={f € Kyp: |f| =}
to be contained in A, and we shall soon characterize the pairs (6, ¢) for which this
happens.

Before going any further, we recall that there is a simple characterization of the
set | Ky, as well as a parametrization of M (6, ) for ¢ € |Ky|. These results are
contained in [7] (see also Lemma 5 in [10]) and can be summarized as follows. In
order that ¢ € |Kpl, it is necessary and sufficient that zp?0 € H'. If that is so, we
can factor the latter function as

(3.1) z2p*0 = O71,

where O, := exp <10g w+1 @0) is the outer function with modulus ¢ and [ is an
inner function. This done, it is easy to see that the functions O, and O,I are both
in Ky, and hence in M (0, ), while any other function in M (0, ¢) lies “in between”.
Precisely speaking, we have
(3.2) M(8,¢) = {0, : J € D(I)},
where D(I) stands for the set of all inner divisors of /. We also point out, for future
reference, that (3.1) implies
(3.3) 20,0 = O,1
(to see why, write ¢* = 0,0, and substitute this in (3.1)).

Finally, with an inner function # we associate the sets

Qb,e) :={zeD: |0(2)| < e}, 0<e<l,

and
p(0) :={z€DUT: liminf |§(w)| = 0}.

D3w—z
Of course, p(6) N D is just the zero-set of §, while p(f) N'T consists of its boundary
singularities.

Theorem 3.1. Let 0 be an inner function, and let ¢ € |Kq|. The following are
equivalent:

(i.2) M(0,¢) C A,.

(iL.2) 0,0 € A,.

(ili.2) O, € A, and pf € A,.

(iv.2) O, € A, and for some (or any) € € (0,1) one has
(3-4) Op(2) =0 (w1 —z)),  2€9Q(0,¢).
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Proof. Put F := O,, and let I be as in (3.1). Taking (3.2) into account and recalling
that division by inner factors preserves membership in A,NH> (see [17]), we deduce
that (i.2) holds iff the “extremal” function FI isin A,. Using the identity F'I = zFf
(this is precisely (3.3)), we restate the condition FI € A, as F§ € A,. The latter
can be further rephrased by saying that the quantity

Q(21,22) : = (FO)(21) — (FO)(22)
= [F(21) = F(22)]0(21) + F(z2) [0(21) — 0(22)]
is O (w(]z1 — 22|)) whenever 2y, 2, are in T \ p(0). )

It should be noted that if F'0 satisfies a A,-condition over T\ p(#), then 6 € A,
(the converse being trivially true). Indeed, since F is at least continuous on T, it
follows that F' = 0 on p(6) NT. And if F' # 0, which we may safely assume, then
we conclude that m(p(#) N T) = 0 and so T \ p() is dense in T.

Going back to (3.5), we observe that the first of the two terms on the right will
be O (w(]z1 — 22|)) as soon as

(3.6) F e,

(3.5)

(and this happens if any of the conditions (i.2)—(iv.2) holds). Therefore, the estimate
Q1) = O (w21 — 2)), 21,20 € T\ p(0),

reduces to

(3.7) P(22)|0(21) — 0(22)| = O (w(|21 — 22])), 21,29 € T\ p(0),

where we have also used the fact that |F| = ¢ on T. Thus, (i.2) is equivalent to
(3.6)&(3.7) (that is, to (3.6) and (3.7) taken together).

A similar argument now enables us to rewrite the condition (3.6)&(3.7) as (ii.2).
Indeed, (ii.2) says that F'§ € A,, which in turn means that

Q(z1, 22) := (FO)(21) — (FO)(22)
is O (w(]z1 — 2|)) for z1, 20 € T\ p(f). A formula similar to (3.5), but with Q
in place of () and with no bar over 6, convinces us that the required estimate on
Q(z1, z2) reduces to (3.6)&(3.7), exactly as before.

We now know that (i.2) <= (ii.2). That (iii.2) is also equivalent to (3.6)&(3.7),
and hence to (i.2) and (ii.2), is verified in very much the same way. Indeed, (iii.2)
obviously implies (3.6) and, a fortiori, the weaker condition that ¢ € A, while the
rest follows from the formula

(¢0)(21) = (p0)(22) = [0(21) — p(22)] 0(21) + @(22) [0(21) — O(22)] -

Finally, the equivalence between (ii.2) and (iv.2) is contained in Theorem 5 of
[11]. O

Remarks. (1) It was proved by Shirokov that an inner function # divides (the inner
part of) some nontrivial function in A, N H* if and only if

(3.8) [ o @ist(C.p(0)) dm(0) > —oc;
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see [18], Chapter III. Thus, a nontrivial function ¢ satisfying (i.2)—(iv.2) can only
exist if the Carleson-type condition (3.8) is fulfilled.

(2) Under the additional assumption
5
t
/ %)dt < const - w(d), 0<éd<1,
0

the nonnegative functions ¢ € A,, with the property O, € A, can be characterized
as those satisfying log p € L'(m) and

p(z/12) = 10,(2)] = O (w(1 = [2]));
see [9] and [11] for a proof. Consequently, condition (3.4) in (iv.2) is then equivalent
to saying that

. (ﬂ) = O(w(1 — |2)
as |z| — 1, z € Q(0,¢).

REFERENCES

[1] A. B. Aleksandrov, On the ezistence of angular boundary values of pseudocontinuable func-
tions, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 222 (1995), 5-17;
English transl. in J. Math. Sci. 87 (1997), 3781-3787.

[2] J. M. Anderson, J. L. Fernandez, and A. L. Shields, Inner functions and cyclic vectors in the
Bloch space, Trans. Amer. Math. Soc. 323 (1991), 429-448.

[3] L. Brown and A. L. Shields, Multipliers and cyclic vectors in the Bloch space, Michigan Math.
J. 38 (1991), 141-146.

[4] L. Carleson, Sets of uniqueness for functions regular in the unit circle, Acta Math. 87 (1952),
325-345.

[5] J. A. Cima and W. T. Ross, The Backward Shift on the Hardy Space, Mathematical Surveys
and Monographs, 79, American Mathematical Society, Providence, RI, 2000.

[6] P. L. Duren and A. P. Schuster, Bergman Spaces, Mathematical Surveys and Monographs,
100, American Mathematical Society, Providence, RI, 2004.

[7] K. M. Dyakonov, Moduli and arguments of analytic functions from subspaces in HP that are
invariant under the backward shift operator, Sibirsk. Mat. Zh. 31 (1990), No. 6, 64-79; English
transl. in Siberian Math. J. 31 (1990), 926-939.

[8] K. M. Dyakonov, Smooth functions and coinvariant subspaces of the shift operator, Algebra i
Analiz 4 (1992), No. 5, 117-147; English transl. in St. Petersburg Math. J. 4 (1993), 933-959.

[9] K. M. Dyakonov, Equivalent norms on Lipschitz-type spaces of holomorphic functions, Acta
Math. 178 (1997), 143-167.

[10] K. M. Dyakonov, Zero sets and multiplier theorems for star-invariant subspaces, J. Anal.
Math. 86 (2002), 247-269.

[11] K. M. Dyakonov, Holomorphic functions and quasiconformal mappings with smooth moduli,
Adv. Math. 187 (2004), 146-172.

[12] J. B. Garnett, Bounded Analytic Functions, Academic Press, New York, 1981.

[13] B. Korenblum, Cyclic elements in some spaces of analytic functions, Bull. Amer. Math. Soc.
5 (1981), 317-318.

[14] N. K. Nikolskii, Treatise on the Shift Operator, Springer-Verlag, Berlin, 1986.

[15] J. W. Roberts, Cyclic inner functions in the Bergman spaces and weak outer functions in HP,
0 < p < 1, Illinois J. Math. 29 (1985), 25-38.

[16] H. S. Shapiro, Some remarks on weighted polynomial approzimation of holomorphic functions,
Mat. Sbornik 73 (1967), No. 3, 320-330; English transl. in Math. USSR Sb. 2 (1967), 285-294.



8 KONSTANTIN DYAKONOV & DMITRY KHAVINSON

[17) N. A. Shirokov, Ideals and factorization in algebras of analytic functions smooth up to the
boundary, Trudy Mat. Inst. Steklov. 130 (1978), 196-222; English transl. in Proc. Steklov
Inst. Math. 130 (1979).

[18] N. A. Shirokov, Analytic Functions Smooth up to the Boundary, Lecture Notes Math. 1312,
Springer, Berlin, 1988.

[19] B. A. Taylor and D. L. Williams, Ideals in rings of analytic functions with smooth boundary
values, Canad. J. Math. 22 (1970), 1266-1283.

DEPARTAMENT DE MATEMATICA APLICADA I ANALISI, UNIVERSITAT DE BARCELONA, GRAN
VIA 585, E-08007 BARCELONA, SPAIN

E-mail address: dyakonov@mat.ub.es

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF ARKANSAS, FAYETTEVILLE, AR 72701,
U.S.A.

E-mail address: dmitryQuark.edu



