
THE SEARCH FOR SINGULARITIES OF SOLUTIONSTO THE DIRICHLET PROBLEM: RECENTDEVELOPMENTS
DMITRY KHAVINSON AND ERIK LUNDBERG

Abstract. This is a survey article based on an invited talk deliv-ered by the �rst author at the CRM workshop on Hilbert Spacesof Analytic Functions held at CRM, Universit�e de Montreal, De-cember 8-12, 2008.

1. The main question
Let 
 be a smoothly bounded domain in Rn. Consider the DirichletProblem (DP) in 
 of �nding the function u, say, 2 C2(
)TC(
) andsatisfying
(1.1) � �u = 0uj� = v ;
where � =Pnj=1 @2@x2j and � := @
; v 2 C(�). It is well known since theearly 20th century from works of Poincare, C. Neumann, Hilbert, andFredholm that the solution u exists and is unique. Also, since u is har-monic in 
, hence real-analytic there, no singularities can appear in 
.Moreover, assuming � := @
 to consist of real-analytic hypersurfaces,the more recent and di�cult results on "elliptic regularity" assure usthat if the data v is real-analytic in a neighborhood of 
 then u ex-tends as a real-analytic function across @
 into an open neighborhood
0 of 
. In two dimensions, this can be done using the re
ection prin-ciple. In higher dimensions, the boundary can be biholomorphically\
attened", but this leads to a general elliptic operator for which there
ection principle does not apply. Instead, analyticity must be shownby directly verifying convergence of the power series representing thesolution through di�cult estimates on the derivatives (see [14]).
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Question Suppose the data v is a restriction to � of a "very good" func-tion, say an entire function of variables x1; x2; :::; xn. In other words,the data presents no reasons whatsoever for the solution u of (1.1) todevelop singularities.
(i) Can we then assert that all solutions u of (1.1) with entire data v(x)are also entire?
(ii) If singularities do occur, they must be caused by geometry of �interacting with the di�erential operator �. Can we then �nd data v0that would force the worst possible scenario to occur? More precisely,for any entire data v, the set of possible singularities of the solutionu of (1.1) is a subset of the singularity set of u0, the solution of (1.1)with data v0.

2. The Cauchy Problem
An inspiration to this program launched by H. S. Shapiro and the �rstauthor in [22] comes from reasonable success with a similar program inthe mid 1980's regarding the analytic Cauchy Problem (CP) for ellipticoperators, in particular, the Laplace operator. For the latter, we areseeking a function u with �u = 0 near � and satisfying the initialconditions

(2.1) � (u� v)j� = 0r(u� v)j� = 0 ;
where v is assumed to be real-analytic in a neighborhood of �. Supposeas before that the data v is a \good" function (e.g. a polynomial oran entire function). In that context, the techniques developed by J.Leray [26] in the 1950's (and jointly with L. G�arding and T. Kotake[15]) together with the works of P. Ebenfelt [11], G. Johnsson [18],and, independently, by B. Sternin and V. Shatalov [33] in Russia andtheir school produced a more or less satisfactory understanding of thesituation. To mention brie
y, the answer (for the CP) to question (i) intwo dimensions is essentially \never" unless � is a line while for (ii) thedata mining all possible singularities of solutions to the CP with entiredata is v0 = jxj2 = Px2j (see [21], [19], [34], and [20] and referencestherein).
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3. The Dirichlet problem: When does entire data implyentire solution?
Let us raise Question (i) again for the Dirichlet Problem: Does (real)entire data v imply entire solution u of (1.1)?In this section and the next, P will denote the space of polynomials andPN the space of polynomials of degree � N . The following pretty factgoes back to the 19th century and can be associated with the namesof E. Heine, G. Lam�e, M. Ferrers, and probably many others (cf. [20]).The proof is from [22] (cf. [2], [3]).
Proposition 3.1. If 
 := fx : P x2ja2j � 1 < 0; a1 > ::: > an > 0g is

an ellipsoid, then any DP with a polynomial data of degree N has a
polynomial solution of degree � N .

Proof. Let q(x) =P x2ja2j � 1 be the de�ning function for � := @
. The(linear) map T : P ! �(qP ) sends the �nite-dimensional space PNinto itself. T is injective (by the maximum principle) and, therefore,surjective. Hence, for any P , degP � 2 we can �nd P0, deg P0 �deg P � 2. TP0 = �(qP0) = �P . u = P � qP0 is then the desiredsolution. �

The following result was proved in [22].
Theorem 3.2. Any solution to DP (1.1) in an ellipsoid 
 with entire
data is also entire.

Later on, D. Armitage sharpened the result by showing that the orderand the type of the data are carried over, more or less, to the solution[1]. The following conjecture has also been formulated in [22].
Conjecture 3.3. Ellipsoids are the only bounded domains in Rn for
which Theorem 3.2 holds. i.e. ellipsoids are the only domains in which
entire data implies entire solution for the DP (1.1).

In 2005 H. Render [30] proved this conjecture for all algebraicallybounded domains 
 de�ned as bounded components of f�(x) < 0; � 2PNg such that f�(x) = 0g is a bounded set in Rn or, equivalently, thesenior homogeneous part �N(x) of � is elliptic, i.e., j�N(x)j � CjxjNfor some constant C. For n = 2, an easier version of this result wassettled in 2001 by M. Chamberland and D. Siegel [6]. At the beginningof the next section we will outline their argument, which establishessimilar results as Render's for the following modi�ed conjecture.
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Conjecture 3.4. Ellipsoids are the only surfaces for which polynomial
data implies polynomial solution.

Remark: We will return to Render's Theorem below. For now let usnote that, unfortunately, it already tells us nothing even in 2 dimensionsfor many perturbations of a unit disk, e.g., 
 := fx 2 R2 : x2 + y2 �1+"h(x; y) < 0g where, say, h is a harmonic polynomial of degree > 2.
4. When does polynomial data imply polynomial solution?
Let 
 = f�(x) = 0g be a bounded, irreducible algebraic curve in R2.If the DP posed on 
 has polynomial solution whenever the data isa polynomial, then as Chamberland and Siegel observed, (a) 
 is anellipse or (b) there exists data f 2 P such that the solution u 2 P ofDP has deg u > deg f .In case (b) u � f j
 = 0 implies that � divides u � f by Hilbert'sNullstelensatz, and, since deg u = M > deg f , uM = �kgl where �kand uM are the senior homogeneous terms of � and u respectively. Thesenior term of u must have the form uM = azM + b�zM since uM isharmonic. Hence, uM factors into linear factors and so must �k. Hence
 is unbounded. This gives the following result [6].
Theorem 4.1. Suppose deg � > 2 and � is square-free. If the Dirichlet
problem posed on f� = 0g has a polynomial solution for each polynomial
data, then the senior part of �, which we denote by �N , of order N ,
factors into real linear terms, namely,

�N = nY
j=0 (ajx� bjy);

where aj, bj are some real constants and the angles between the linesajx� bjy = 0, for all j, are rational multiples of �.
This theorem settles Conjecture 3.4 for bounded domains 
 � f�(x) <0g such that the set f�(x) = 0g is bounded in R2. However, thetheorem leaves open simple cases such as x2 + y2 � 1 + "(x3 � 3xy2).Example: The curve y(y�x)(y+x)�x = 0 (see �gure 1) satis�es thenecessary condition imposed by the theorem. Moreover, any quadraticdata can be matched on it by a harmonic polynomial. For instance,u = xy(y2 � x2) solves the interpolation problem (it is misleading tosay \Dirichlet" problem, since there is no bounded component) withdata v(x; y) = x2. On the other hand, one can show (non-trivially)that the data x3 does not have polynomial solution.
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Figure 1. A cubic on which any quadratic data can bematched by a harmonic polynomial.
5. Dirichlet's Problem and Orthogonal Polynomials

Most recently, N. Stylianopoulos and the �rst author showed that iffor a polynomial data there always exists a polynomial solution of theDP (1.1), with an additional constraint on the degree of the solutionin terms of the degree of the data (see below), then 
 is an ellipse [23].This result draws on the 2007 paper of M. Putinar and N. Stylianopou-los [29] that found a simple but surprising connection between Conjec-ture 3.4 in R2 and (Bergman) orthogonal polynomials, i.e. polynomialsorthogonal with respect to the inner product hp; qi
 := R
 p�qdA, wheredA is the area measure. To understand this connection let us considerthe following properties:
(1) There exists k such that for a polynomial data of degree n therealways exists a polynomial solution of the DP (1.1) posed on 
of degree � n+ k.(2) There exists N such that for all m;n, the solution of (1.1) withdata �zmzn is a harmonic polynomial of degree � (N � 1)m+ nin z and of degree � (N � 1)n+m in �z.(3) There exists N such that orthogonal polynomials fpng of degreen on 
 satisfy a (�nite) (N + 1)-recurrence relation, i.e.

zpn = an+1;npn+1 + an;npn + :::+ an�N+1pn�N+1;
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where an�j;n are constants depending on n.(4) The Bergman orthogonal polynomials of 
 satisfy a �nite-termrecurrence relation, i.e., for every �xed k > 0, there exists anN(k) > 0, such that ak;n = hzpn; pki = 0, n � N(k).(5) Conjecture 3.4 holds for 
.
Putinar and Stylianopoulos noticed that with the additional minor as-sumption that polynomials are dense in L2a(
), properties (4) and (5)are equivalent. Thus, they obtained as a corollary (by way of Theorem4.1 from the previous section) that the only bounded algebraic setssatisfying property (4) are ellipses. We also have (1)) (2), (2), (3),and (3) ) (4). Stylianopoulos and the �rst author used the equiva-lence of properties (2) and (3) to prove the following theorem whichhas an immediate corollary.
Theorem 5.1. Suppose @
 is C2-smooth, and orthogonal polynomi-
als on 
 satisfy a (�nite) (N + 1)-recurrence relation, in other words
property (3) is satis�ed. Then, N = 2 and 
 is an ellipse.

Corollary 5.2. Suppose @
 is a C2-smooth domain for which there
exists N such that for all m;n, the solution of (1.1) with data �zmzn is
a harmonic polynomial of degree � (N � 1)m + n in z and of degree� (N � 1)n+m in �z. Then N = 2 and 
 is an ellipse.

Sketch of proof. First, one notes that all the coe�cients in the recur-rence relation are bounded. Divide both sides of the recurrence rela-tion above by pn and take the limit of an appropriate subsequenceas n ! 1. Known results on asymptotics of orthogonal polyno-mials (see [35]) give limn!1
pn+1pn = �(z) on compact subsets of C n 
,where �(z) is the conformal map of the exterior of 
 to the exteriorof the unit disc. This leads to a �nite Laurent expansion at 1 for	(w) = ��1(w). Thus, 	(w) is a rational function, so ~
 := C n 
is an unbounded quadrature domain, and the Schwarz function (cf.[7], [37]) of @
, S(z) (= �z on @
) has a meromorphic extension to~
. Suppose, for the sake of brevity and to �x the ideas, for exam-ple, that S(z) = czd + PMj=1 cjz�zj + f(z), where f 2 H1(~
), andzj 2 ~
. Since our hypothesis is equivalent to 
 satisfying property(2) discussed above, the data �zP (z) = �zQnj=1 (z � zj) has polynomialsolution, g(z)+h(z) to the DP. On � we can replace �z with S(z). Writeh(z) = h#(�z), where h# is a polynomial whose coe�cients are complexconjugates of their counterparts in h. We have on �

(5.1) S(z)P (z) = g(z) + h#(S(z));
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which is actually true o� � since both sides of the equation are analytic.Near zj, the left-hand-side of this equation tends to a �nite limit (sinceS(z)P (z) is analytic in ~
 n 1!) while the right-hand-side tends to 1unless the coe�cient cj is zero. Thus,
(5.2) S(z) = czd + f(z):
Using property (2) again with data jzj2 = z�z we can infer that d = 1.Hence, ~
 is a null quadrature domain. Sakai's theorem [32] impliesnow that 
 is an ellipse. �

Remark: It is well-known that families of orthogonal polynomials onthe line satisfy a 3-term recurrence relation. P. Duren in 1965 [8] al-ready noted that in C the only domains with real-analytic boundaries inwhich polynomials orthogonal with respect to arc-length on the bound-ary satisfy 3-term recurrence relations are ellipses. L. Lempert [25]constructed peculiar examples of C1 non-algebraic Jordan domainsin which no �nite recurrence relation for Bergman polynomials holds.Theorem 5.1 shows that actually this is true for all C2-smooth domainsexcept ellipses.
6. Looking for singularities of the solutions to theDirichlet Problem

Once again, inspired by known results in the similar quest for solu-tions to the Cauchy problem, one could expect, e.g., that the solutionsto the DP (1.1) exhibit behavior similar to those of the CP (2.1). Inparticular, it seemed natural to suggest that the singularities of thesolutions to the DP outside 
 are somehow associated with the sin-gularities of the Schwarz potential (function) of @
 which does indeedcompletely determine @
 (cf. [21], [37]). It turned out that singular-ities of solutions of the DP are way more complicated than those ofthe CP. Already in 1992 in his thesis, P. Ebenfelt showed [9] that thesolution of the following "innocent" DP in 
 := fx4+ y4� 1 < 0g (the\TV-screen")
(6.1) � �u = 0uj@
 = x2 + y2
has an in�nite discrete set of singularities (of course, symmetric withrespect to 90� rotation) sitting on the coordinate axes and running to1 (see �gure 2).
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Figure 2. A plot of the \TV screen" fx4 + y4 = 1galong with the �rst eight singularities (plotted as circles)encountered by analytic continuation of the solution toDP (6.1).
To see the di�erence between analytic continuation of solutions to CPand DP, note that for the former
(6.2) @u@z j�:=@
 = vz(z; �z) = vz(z; S(z));
and since @u@z is analytic, (6.2) allows uz to be continued everywheretogether with v and S(z), the Schwarz function of @
. For the DP wehave on �
(6.3) u(z; �z) = v(z; �z)
for u = f + �g where f and g are analytic in 
. Hence, (6.3) becomes
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(6.4) f(z) + g(S(z)) = v(z; S(z)):
Now, v(z; S(z)) does indeed (for entire v) extend to any domain free ofsingularities of S(z), but (6.4), even when v is real-valued so that g = f ,presents a very non-trivial functional equation supported by a rathermysterious piece of information that f is analytic in 
. (6.4) howevergives an insight as to how to capture the DP-solution's singularitiesby considering the DP as part of a Goursat problem in C2 (or Cn ingeneral). The latter Goursat problem can be posed as follows (cf. [36]).
Given a complex-analytic variety �̂ in Cn, (�̂TRn = � := @
), �ndu : Pnj=1 @2@z2j u = 0 near �̂ (and also in 
 � Rn) so that uj�̂ = v,where v is, say, an entire function of n complex variables. Thus, if�̂ := f�(z) = 0g, where � is, say, an irreducible polynomial, we can,e.g., ponder the following extension of Conjecture 3.3:Question: For which polynomials � can every entire function v besplit (Fischer decomposition) as v = u + �h, where �u = 0 and u, hare entire functions (cf. [13], [36])?

7. Render's breakthrough
Trying to establish Conjecture 3.3 H. Render [30] has made the follow-ing ingenious step. He introduced the real version of the Fischer spacenorm
(7.1) hf; gi = Z

Rn
f�ge�jxj2dx;

where f and g are polynomials. Originally, the Fischer norm (intro-duced by E. Fischer [13]) requires the integration to be carried overall of Cn and has the property that multiplication by monomials is ad-joint to di�erentiation with the corresponding multi-index (e.g., multi-plication by (Pnj=1 x2j) is adjoint to the di�erential operator �). Thisproperty is only partially preserved for the real Fischer norm. Moreprecisely [30],
(7.2) h�f; gi = hf;�gi+ 2(deg(f)� deg(g))hf; gi
for homogeneous f , g.Suppose u solves the DP with data jxj2 on @
 � fP = 0 : deg(P ) =2k; k > 1g. Then u � jxj2 = Pq for analytic q, and thus �k(Pq) = 0.Using (7.2), this (non-trivially) implies that the real Fischer product
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h(Pq)m+2k; qmi between all homogeneous parts of degree m+2k and mof Pq and q, respectively, is zero. By a tour de force argument, Renderused this along with an added assumption on the senior term of P (seebelow) to obtain estimates from below for the decay of the norms ofhomogeneous parts of q. This, in turn yields an if-and-only-if criterionfor convergence in the real ball of radius R of the series for the solutionu = P1m=0 um, um homogeneous of degree m. Let us state Render'smain theorem.
Theorem 7.1. Let P be an irreducible polynomial of degree 2k, k > 1.
Suppose P is elliptic, i.e. the senior term P2k of P satis�es P2k(x) �cP jxj2k, for some constant cP . Let � be real analytic in fjxj < Rg,
and �k(P�) = 0 (at least in a neighborhood of the origin). Then,R � C(P; n) < +1, where C is a constant depending on the polynomialP and the dimension of the ambient space.

Remark: The assumption in the theorem that P is elliptic is equiva-lent to the condition that the set fP = 0g is bounded in Rn.
Corollary 7.2. Assume @
 is contained in the set fP = 0g, a bounded
algebraic set in Rn. Then, if a solution of the DP (1.1) with data jxj2
is entire, 
 must be an ellipsoid.

Proof. Suppose not, so deg(P ) = 2k > 2, and the following (Fischerdecomposition) holds: jxj2 = P� + u, �u = 0. Hence, �k(P�) = 0and � cannot be analytically continued beyond a �nite ball of radiusR = C(P ) <1, a contradiction. �

Caution: We want to stress again that, unfortunately, the theoremstill tells us nothing for say small perturbations of the circle by a non-elliptic term of degree � 3, e.g., x2 + y2 � 1 + "(x3 � 3xy2).
8. Back to R2: lightning bolts

Return to the R2 setting and consider as before our boundary @
 of adomain 
 as (part of) an intersection of an analytic Riemann surface �̂in C2 with R2. Roughly speaking if say @
 is a subset of the algebraiccurve � := f(x; y) : �(x; y) = 0g, where � is an irreducible polynomial,then �̂ = f(X; Y ) 2 C2 : �(X; Y ) = 0g. Now look at the Dirichletproblem again in the context of the Goursat problem: Given, say, apolynomial data P , �nd f , g holomorphic functions of one variablenear �̂ (a piece of �̂ containing @
 � �̂TR2) such that
(8.1) u = f(z) + g(w)j�̂ = P (z; w);
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where we have made the linear change of variables z = X + iY , w =X � iY (so �w = z on R2 = f(X; Y ): X; Y are both realg). Obviously,�u = 4 @2@z@w = 0 and u matches P on @
. Thus, the DP in R2 hasbecome an interpolation problem in C2 of matching a polynomial onan algebraic variety by a sum of holomorphic functions in each variableseparately. Suppose that for all polynomials P the solutions u of (8.1)extend as analytic functions to a ball B
 = fjzj2 + jwj2 < R
g in C2.Then, if �̂TB
 is path connected, we can interpolate every polynomialP (z; w) on �̂TB
 by a holomorphic function of the form f(z) + g(w).Now suppose we can produce a compactly supported measure � on�̂TB
 which annihilates all functions of the form f(z) + g(w), f ,g holomorphic in B
 and at the same time does not annihilate allpolynomials P (z; w). This would force the solution u of (8.1) to have asingularity in the ball B
 in C2. Then, invoking a theorem of Hayman[17] (see also [20]), we would be able to assert that u cannot be extendedas a real-analytic function to the real disk BR in R2 containing 
 andof radius � p2R. An example of such annihilating measure supportedby the vertices of a \quadrilateral" was independently observed by E.Study [38], H. Lewy [27], and L. Hansen and H. S. Shapiro [16]. Indeed,assign alternating values �1 for the measure supported at the fourpoints p0 := (z1; w1), q0 := (z1; w2), p1 := (z2; w2), and q1 := (z2; w1).Then R (f + g)d� = f(z1) + g(w1) � f(z1) � g(w2) + f(z2) + g(w2) �f(z2)�g(w1) = 0 for all holomorphic functions f and g of one variable.This is an example of a closed lightning bolt (LB) with four vertices.Clearly, the idea can be extended to any even number of vertices.
De�nition. A complex closed lightning bolt (LB) of length 2(n + 1)
is a �nite set of points (vertices) p0; q0; p1; q1; :::; pn; qn; pn+1; qn+1 such
that p0 = pn+1, and each complex line connecting pj to qj or qj to pj+1
has either z or w coordinate �xed and they alternate. i.e. if we arrived
at pj with w coordinate �xed then we follow to qj with z �xed etc.

For "real" domains lightning bolts were introduced by Arnold and Kol-mogorov in the 1950s to study Hilbert's 13th problem (see [24] and thereferences therein).
The following theorem has been proved in [4] (see also [5]).
Theorem 8.1. Let 
 be a bounded simply connected domain in C �= R2
such that the Riemann map � : 
 ! D = fjzj < 1g is algebraic.
Then all solutions of the DP with polynomial data have only algebraic
singularities only at branch points of � with the branching order of the
former dividing the branching order of the latter i� ��1 is a rational
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Figure 3. AMaple plot of the cubic 8x(x2�y2)+57x2+77y2� 49 = 0, showing the bounded component and oneunbounded component (there are two other unboundedcomponents further away).
function. This in turn is known to be equivalent to 
 being a quadrature
domain.

Idea of proof: The hypotheses imply that the solution u = f+�g extendsas a single-valued meromorphic function into a C2-neighborhood of�̂. By another theorem of [4], one can �nd (unless ��1 is rational) acontinual family of closed LBs on �̂ of bounded length avoiding thepoles of u. Hence, the measure with alternating values �1 on thevertices of any of these LBs annihilates all solutions u = f(z) + g(w)holomorphic on �̂, but does not, of course, annihilate all polynomialsof z, w. Therefore, ��1 must be rational, i.e. 
 is a quadrature domain[36]. �

The second author [28] has recently constructed some other examples ofLBs on complexi�ed boundaries of planar domains which do not satisfythe hypothesis of Render's theorem. The LBs validate Conjecture 3.3and produce an estimate regarding how far into the complement C n
the singularities may develop. For instance, the complexi�cation of thecubic, 8x(x2� y2) + 57x2 +77y2� 49 = 0 has a lightning bolt with sixvertices in the (non-physical) plane where z and w are real, i.e., x isreal and y is imaginary (see �gure 3 for a plot of the cubic in the planewhere x and y are real and see �gure 4 for the \non-physical" sliceincluding the lightning bolt). If the solution with appropriate cubicdata is analytically continued in the direction of the closest unbounded
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Figure 4. A lightning bolt with six vertices on the cubic2(z + w)(z2 + w2) + 67zw � 5(z2 + w2) = 49 in the non-physical plane with z and w real, i.e. x real and y imag-inary.
component of the curve de�ning @
, it will have to develop a singularitybefore it can be forced to match the data on that component.

9. Concluding remarks, further questions
In two dimensions one of the main results in [4] yields that disks are theonly domains for which all solutions of the DP with rational (in x; y)data v are rational. The fact that in a disk every DP with rational datahas a rational solution was observed in a senior thesis of T. Fergussonat U. of Richmond [31]. On the other hand, algebraic data may leadto a transcendental solution even in disks (see [10], also cf. [12]). In
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dimensions 3 and higher, rational data on the sphere (e.g., v = 1x1�a ,jaj > 1) yields transcendental solutions of (1.1), although we have notbeen able to estimate the location of singularities precisely (cf. [10]).
It is still not clear on an intuitive level why ellipsoids play such a distin-guished role in providing \excellent" solutions to DP with \excellent"data. A very similar question, important for applications, (which ac-tually inspired the program launched in [22] on singularities of thesolutions to the DP) goes back to Raleigh and concerns singularitiesof solutions of the Helmholtz equation ([�� �2]u = 0, � 2 R) instead.(The minus sign will guarantee that the maximum principle holds and,consequently, ensures uniqueness of solutions of the DP.) To the bestof our knowledge, this topic remains virtually unexplored.
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